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Abstract

The goal of this project is the development of an optimization algorithm for

use with numerical silicon solar cell models. By coupling an optimization algo-

rithm with a solar cellmodel, itis possible to simultaneously vary design variables

such as impurity concentrations,frontjunction depth, back junction depth, and cell

thickness to maximize the predicted cellefficiency. An optimization algorithm has

been developed and interfaced with the Solar Cell Analysis Program in 1 Dimen-

sion (SCAPID). SCAPID uses finitedifference methods to solve the differential

equations which, along with several relationsfrom the physics of semiconductors,

describe mathematically the performance of a solar cell.A major obstacle is that

the numerical methods used in SCAPID require a significantamount of computer

time, and during an optimization the model is called itcrativelyuntil the design

variables converge to the values associated with the maximum efficiency. This

problem has been alleviatedby designing an optimization code specificallyfor use

with numerically intensive simulations, to reduce the number of times the

efficiency has to be calculated to achieve convergence to the optimal solution.

Adapting SCAPID so that itcould be called iterativelyby the optimization code

provided another means of reducing the CPU time required to complete an optimi-

zation. Instead of calculatingthe entireI-V curve, as is usually done in SCAPID,

only the efficiencyis calculated (maximum power voltage and current). The solu-

tion from a previous calculationis used to initiatethe next efficiency calculation.

Optimizations have been run for a varietyof substratequalitiesand levels of front

and back surface passivation. This was done to determine how these variables

affect the optimized efficiency and the values of the optimized design variables.

The sensitivityof efficiency to each of the design variables was investigated.

Several modifications were made to the SCAPID model to allow other objective

functions to be optimized, identifythe effects of the physical mechanisms limiting

cellefficiency,and use lighttrapping to define high efficiencydesigns.

xii



1 Introduction

There has been considerable research in recent years to make solar cells a

more economical source of energy. A large part of that research has been devoted

to gaining a better understanding of the parameters that affect the performance of

solar cells. One means of achieving a better understanding of solar cells is to

develop a model, a mathematical representation or simulation of a system which

incorporates the available physical knowledge of the system. A model can be used

as an analytical tool to provide insight about the effects of and the relationships

between the components that make up the model. For instance, a model is a valu-

able tool for investigating the performance of different solar cell designs without

having to build the device that corresponds to each design.

Silicon is a leading candidate material for solar cells because there is a large

body of knowledge about its properties and fabrication techniques due to its use in

the semiconductor industry. It is possible to model a silicon solar cell using

Poisson's equation, the continuity equations, and knowledge from the physics of

semiconductors. The resulting set of differential equations does not permit an

analytical solution unless several simplifying assumptions are made. One way of

incorporating fewer assumptions than in analytic models (in an effort to increase

the accuracy of the model), is to solve the differential equations numerically.

Accurate numerical models of silicon solar cells have been developed and

used to determine the effects of cell design on performance. One method that has

been used is to vary one design variable while holding the rest of the design vari-

ables constanl [e.g., I.I-1.7]. This leads to an understanding of the effect of the

variable that is varied, but the knowledge obtained is valid only at the current

values of the other inputs. The problem of finding the design which optimizes per-

formance is very tedious and inexact using this approach, particularly if more than

two design variables are considered. Such methods use thc definition of optimum

rather loosely.



Another meansof arriving at an optimum design is to use analytical methods

along with several simplifying assumptions to derive the optimum design [e.g., 1.8

and 1.9]. This approach, while instructive, defeats the primary purpose of develop-

ing a numerical model which is to avoid many of the assumptions required for an

analytical analysis.

The need for a numerical model implies that the process modeled is

sufficiently sophisticated and complex to make the above methods of analysis less

than ideal. In this work, optimization theory, which can be used to define the

optimum design in an exact and rigorous manner, will be used to solve the prob-

lem of arriving at an optimum design. An optimization algorithm provides an

automated method for arriving at an optimum silicon solar cell design. The use of

an optimization algorithm does not serve as a substitute for the knowledge of the

system that is modeled, since knowledge of the physical system is necessary to

insure the validity and correct interpretation of the results that are obtained from

the optimization. The knowledge of the system can be extended and/or quantified

by correctly interpreting the results obtained by optimization.

The first goal of this work is to develop an optimization method that can be

used effectively with cpu intensive simulations. The second goal is to couple the

optimization algorithm developed with the Solar Cell Analysis Program in 1

Dimension (SCAP1D). SCAP1D uses numerical methods to solve the differential

equations that represent solar cell performance. The third goal is to demonstrate

the effectiveness of using the optimization algorithm coupled with the SCAP1D

model by doing an analysis of solar cell designs.

There are several difficulties in performing an optimization when the objective

function is an output from a complex numerical process such as SCAP1D. Optimi-

zation methods require that the objective function be calculated iteratively until the

optimization converges. Hence, a major obstacle in applying optimization tech-

niques to SCAP1D is the amount of computational effort required to execute the

model. The major design criterion for the optimization method to be described is

that it converge reliably without requiring an excessive number of function calls.

The computational burden required to complete an optimization can be reduced by

properly adapting SCAP1D to an iterative environment to insure that only the cal-

culations necessary to determine the objective function are performed. Another

difficulty is that the execution of SCAP1D requires the use of several iterative

algorithms that may affect the comparison of objective function evaluations associ-

ated with different values of the design variables.

The optimization method to be presented is not limited for use with SCAP1D,

but was designed to be efficient (in terms of the number of objective evaluations

required), reliable, and easy to interface with any numerical model. The changes



made to SCAPID arc specific to that model, but the same steps can be used to

adapt any numerical silicon solar ceU model with the optimization method

presented. More generally, any numerical model can be successfully adapted for

use with the optimization method presented by using techniques similar to the ones

presented in this work.

In the next chapter, the optimization problem to be solved is stated mathemat-

ically, previous work to solve this problem is summarized, and an outline is given

of the optimization method to be used to solve the problem. Understanding the

model is critical to insure that valid results are obtained and the results are properly

interpreted. Therefore, the third chapter describes the SCAPID model. The equa-

tions to be solved arc given and the parameters used arc mathematically defined.

The program inputs are described, and the effect of the inputs on the coefficients of

the equations is noted. Then, the numerical method used to solve the equations

during a single run of SCAPID is described.

In the fourth chapter, the strategy used to adapt SCAPID to an optimization

environment is described. The emphasis is on changes required to insure the

objective function is calculated to sufficient accuracy for an optimization and to

reduce the computational burden of calculating the objective function iteratively.

In the fifth chapter, the optimization code developed for use with SCAPID is

described in detail, stressing those aspects that make it appropriate for use with cpu

intensive simulations.

In the sixth chapter, the results of numerous optimization runs are given for

ceils modeling various levels of technology. A sensitivity analysis is presented for

the design variables and for the variables related to the level of technology

modeled. In the seventh chapter, the effects of lateral resistance on cell efficiency

are further investigated.

In the eighth chapter, a limit analysis is carded out by considering each of the

loss mechanisms individually. The results along with the conclusions from the pre-

vious two sections are used to define high efficiency designs.



2 Overview of Problem

To illustrate more clearly the ideas presented in the introduction, the problem

of optimizing the design of a silicon solar cell (simulated by SCAP1D) will be for-

mulated and stated mathematically. Some knowledge of the operation of solar

cells and the design variables involved is assumed. Previous work to solve this

problem is summarized. The optimization code developed will then be outlined to

more clearly illustrate the required interface with SCAP1D.

2.1 Mathematical Formulation

The use of optimization techniques requires two basic components, an objec-

tive function and decision variables (also referred to as design variables in this

application). In addition, constraints may be specified to restrict the values that the

decision variables may attain. SCAP1D has several outputs (results) that may be

used as an objective function. With regard to cell design, the primary objective is

to maximize the cell efficiency. The efficiency of a solar cell is defined as the

power output (electrical output of the cell) divided by the power input (incident

solar illumination).

The decision variables in the optimization are those aspects of solar cell

design over which an engineer can exercise a reasonable degree of control. A sin-

gle crystal silicon solar cell is a large area diode. A diode has the doping concen-

tration as a function of x (since SCAP1D is a one dimensional model) and the cell

thickness as design variables. Other design variables can be defined exterior to the

single crystal silicon cell (e.g., anti-reflection coating, contact grids, etc.), but these

are not modeled by SCAP1D.

Ideally, it is desirable to optimize the doping concentration for all x, but the

required representation would lead to an exorbitant number of variables for an

optimization application. Instead, a representation must be chosen that will specify

the doping concentration throughout the device using a manageable number of

4



variables. In figure 2.1, the doping concentration between the front surface and the

bulk of the device is defined by a complementary error function. The front junc-

tion occurs where the net doping density is equal to zero. The doping concentra-

tion of the bulk of the device is assumed constant. A complementary error func-

tion is also used between the bulk of the device and the back surface. The back

junction depth is measured from the back of the device. Hence, the doping con-

centration is defined for all x by the the front surface doping concentration (Do),

the front junction depth (Xf), the bulk doping concentration (DB), the back junction

depth (Xu), and the back surface doping concentration (DL). These variables, along

with the cell thickness (Xt), are the decision variables for the optimization prob-

lem.

Figure 2.1 illustrates the doping concentration for a n-p-p + cell. The optimi-

zation and simulation program described in this work may be used for cells with a

p-type type emitters and a n-type base (p-n). Also, any number of hi-lo junctions

can be defined and included in the optimization (e.g., chapter 7 considers a n+-n-p -

p+).

Upper and lower bounds may be defined for each of the decision variables to

insure they take on values that are practically achievable and/or within the validity

of the model. Linear constraints may also be used to insure that the same con-

siderations are enforced for relationships that involve more than one variable.

The problem statement is (referred to as problem P1 in the text):

maximize eft( D 0, Xf, Da, Xb, D L, XL ) (P1)

Subject to the following constraints: t

14 < log D O < 20.6

14 < IogD B < 20.6

14 < logD L < 20.6

0.I < Xf < 10.0

0.2 <_. X b < 50.0

10.0 <__ XL </ 300.0

0.0 < IogD u-logD B

0.0 < X L-Xf-X b ,

tThe log denotes lOgl0 and is used to wansform the magnitude of the doping concentrations.
Therefore, the constraints involving the log of the doping concentrations are linear constraints.

5
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eff = efficiency %

D O = net front surface doping concentration

D B = net balk doping concentration

D L = net back surface doping concentration

Xf = Front junction depth gm

X b = Back junction depth

X u = Cell thickness l.tm.

['P atoms - B atoms]/cm 3 _

[B atoms - P atoms]/cm 3

[B atoms - P atoms]/cm 3

There is an efficiency associated with each point in the design variable space.

Hence, an efficiency surface in the six dimensional space of the decision variables

is defined (e.g., analogous to the case with two decision variables which results in

a 3-D plot). The constraints define the region in the decision space that may be

searched for the maximum efficiency (referred to as the feasible region).

Some inputs to the solar cell model are determined by the fabrication tech-

niques used and the current state of technology. Such inputs, which will be

referred to as technology variables in this work, are not included in the optimiza-

tion as decision variables (see section 3.6 for a more complete discussion). Tech-

nology and fabrication considerations may also affect the bounds on the decision

variables (the feasible region to be searched). Changing technology variables can

be thought of as altering the efficiency surface described above. This may change

the maximum value of the efficiency and/or where it is located in the decision

space. Hence, to do a complete analysis of silicon solar cell design it is necessary

to solve the above problem more than once.

A complete analysis of a variety of devices can be used to compare the best

efficiency predicted for different fabrication techniques and levels of technology. It

is hoped that this will point out the possible benefits of certain fabrication tech-

niques and/or the most promising directions for futur_ research in terms of increas-

ing efficiency. The study is limited to single crystal silicon solar cells of conven-

tional geometry (i.e., front and back surface contacts) that can be modeled using

SCAP1D. Since SCAP1D is a one dimensional code, it cannot be used to simulate

the performance of designs that are two dimensional in nature (e.g., interdigitated

back contact cells).

)p, which stands for Phosphorus, is a donor or n-type impurity. B, which stands for Boron, is
an acceptor or p-type impurity. Therefore, this optimization is for a n-p-p + silicon solar cell
with conventional geometry (i.e., contacts on front and back surfaces).

7



In problem P1, a solar cell without a back surface field (referred to as a con-

ventional or CV cell) is defined if the optimization converges to a point where

D B = D L. However, the optimization, as formulated in problem P1, may not result

in a CV cell. By removing decision variables X b and D L from problem P1, a new

optimization problem is defined that is guaranteed to result in a CV cell and

requires fewer decision variables.

maximize elf( D 0, Xf, D B, X L ) (1:'2)

Subject to the following constraints:

14 < log Do < 20.6

I4 < logD B < 20.6

0.1 _ Xf < 10.0

10.0 < X L _< 300.0

0.0 <_ X L -Xf

The mathematical formulation P2 is similar to P1 in that it consists of an objective

function, decision variables, and constraints.

2.2 Previous Work

In this section, previous work done to investigate the effects of cell design on

efficiency will be reviewed. Some of the most recent studies are shown in table

2.1. The studies are classified according to the type of model and the method of

analysis used. Numerical models solve the governing differential equations using

numerical methods (e.g., finite difference methods). Using this approach the cell

parameters (doping concentration, mobility, lifetime, etc.) can be different at each

finite difference mesh point. The middle entry in table 2.1 refers to models that

divide the cell into a limited number of regions (or layers) associated with different

values of the cell parameters. Analytical models use an explicit expression, which

is based on an analytical solution of the governing differential equations, for the

cell efficiency. The more sophisticated analytical models (e.g., those including

bandgap narrowing, doping dependence of lifetime, etc.) involve complex expres-

sions and are usually implemented on a computer for analysis (e.g., model used in

[1.9]). In general, analytic models require more assumptions (less generality in the

cell parameters, so that an analytic solution of the differential equations can be

found) and are therefore regarded as less accurate.
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Table 2.1 Previous Work

Parametric

Optimization

Analytic

Verlinden

(1985), Chert &

Wu (1981),

Green (1982),

Ruiz (1984)

Chen & Wu

(1985)

Numerical(layers)

Wolf (1985),Lin

(1985)

Numerical

JPL (1985),

Weaver (1982),

I..indholm& Sah

(1984)

To investigatethe effectsof celldesign on efficiency,the method of analysis

may be parametricanalysisor optimization.With one exception,the method of

analysisused in the studiesshown in table 2.1 has been limited to parametric

analysis[1.I-1.7].Using parametricanalysis,one variableisvariedwhile the other

design variablesareheld fixed.This investigatesthe efficiencysurfacealong a line

in the decision space. Parametric methods are used primarilyto investigatethe

effectof one or two of the design variables(e.g.,base doping [1.3],back junction

depth [1.7]).In the absence of other methods, parametricstudieshave provided

knowledge as to the effectsof some design variableson cellefficiency.However,

the conclusionsabout the effectof the parametricallyvariedvariablearc validonly

at the values assumed for the other design variables.If the value of any of the

other design variablesis changed, a move is made to a differentplace on the

efficiencysurface,where the effectsof the variablebeing investigatedmay bc

different.

Some of the more extensiveparametricstudiesare summarized below. This

isdone so thattheconclusionscan be easilyreferencedand compared to the results

to be presentedin thiswork (thecomparisons are made in chapterssixand seven).

In particular,it is of interestto determine whether the conclusions of the

parametricanalysesagree with those of an optimization.As opposed to the fixed

values of design variablesused in a parametricanalysis,in an optimizationallthe

design variablesareallowed to vary simultaneously.

Itis stressedthatthe values assumed for the variablesthatare held fixeddur-

ing a parametricanalysisare criticaland will affectthe conclusionsof a study.
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When available, the values of the variables held constant are given for each of the

studies discussed. The model used will also affect the results of a study. How-

ever, since all of the models are fairly sophisticated, the use of different models

should not lead W different conclusions. The models used in the studies arc

classifiedin table 2.1 but arc not discussed individually.

M. Wolf [1.1]studied the effectsof the design of the emitter and a thick BSF.

For the BSF study, the bull of the device is200 lain,the bull doping concentration

as 5 x 1016,with a lifetimeof 0.8 ms (at 5 x 1016),the back contact is taken as

ohmic, and the BSF is thick with a uniform profile. The doping concentration in

the BSF region was varied from 5 x I016 (no BSF) to 5 x 102°. The conclusion

was that no benefitin efficiencycould be achieved with a thick BSF, but that the

same efficiency could be achieved with a thinner cell when compared to a CV

(conventional,n-p) cell.

The emitter study used a bulk doping of 2 x 1017, frontjunction depth of 0.3

l.t.rn,and a exponential profilefor the emitter. Different combinations of the front

surface doping concentration and the frontsurface recombination velocity (Sf)were

investigated. The main conclusion of thisstudy was thathigher doping concentra-

tions are optimal at high values of Sf, while lower concentrations should bc used

when good surface passivationispossible. Furthermore, to take advantage of good

surface passivationitis necessary to use a lightlydoped emitter,or the bcncficial

effectsof surface passivationare defeated by heavy doping effectsin the emitter.

For instance,cellperformance was found to be practicallyindependent of Sf (i.e.,

lowering Sf did not significantlyimprove the cellefficiency)at surface doping con-

centrationsof 2 x 1021 (atSf > 106 thisdoping levelwas optimal).

Lin [1.3]did a whole seriesof parametric studieson many variables(technol-

ogy as well as design variables). For a cell thickness of 250 l_m, front junction

depth 0.3 fan, Sf of 104, Sb of 107, and constant front and back surface doping

concentrations and profiles,several combinations of bull resistivity(BR, higher

doping in base leads to lower BR), diffusionlength,and back junction depths were

investigated. The conclusion was that best cell performance would be obtaincd

from low BR cellsfor which there was littleor no improvement with the addition

of a BSF. A BSF was observed to improve performance for high BR cells. For

high BR cells, a thicker back surface junction (investigated up to 10 gin) showed

the greatest amount of improvement.

Parametric analysis of CV cells for Sf (X L = 250 gm, Xf = 0.2 gm, and Sb =

107) and for S b (X L = 250 I.trn, Xf = 0.2 }am, and Sf = 104) resulted in the conclu-

sion that low BR cells were less sensitive to the effects of surface recombination.
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An investigation of numerous cmitu_ profil_ resuRed in the conclusion that

tbere was almost no sensitivity to profile.

Efficiencywas insensitiveto cellthicknessover the range I00 to 350 _'n for

cellswith a back surfacereflector(BSR).

Weaver [1.5]used parametricanalysisto compare a BSF and a CV solarcell.

The variablesheldfixedincludedD O = I x 102°,D L = 2 x 102°,Xf = 0.3S p_m,X b

= 1.0 _m, Sf = 10 cm/s, back contactohmic, profilesof emitterand BSF were

Gaussian, and X L = 300 _rn. The bulk doping was then varied. The conclusion

was thata CV cellcan do as well as a BSF cellby using high bulk doping. Furth-

ermore, back surfacepassivadon failsto improve efficiencyffa highly doped BSF

isin use (similarto conclusionsmade by Wolf for the emitter).The author noted

thatata cellthicknessof 50 _m a BSF cellissuperiorto a CV cell.

An analysisof a HLE (high-lowemitter)was completed with the conclusion

thata C"V celldid justas well. Where as Chcn [1.4],using differentcellparame-

terssuggeststhatHIE issuperiorto CV due to lower lateralresistance.

Lindholm and Sah [1.7]investigatedthe effectof a drift-field(DF, a thick

diffusedBSF) as compared to the more standard thin diffusedBSF. The fixed

parameterswere X L = 50 l_'n,Ds = 1017,z = 20 _s, and an ohmic back contact.

The conclusionwas thatDF cellwas superiorto the standardBSF cell.

All of the above resultsarc validonly for the values of the technology vari-

ables used in the studiesand for the fixed values of the other design variables.

The latterrepresentsa major limitationof doing a design study using parametric

analysis.For thisreason,some of the conclusionsof the above studiesappear to

contradicteach other(e.g.,on the effectof a BSF). In some of the studiessum-

marizcd above, not allthe valuesof the design and technology variablesheld fixed

were specifiedinthe publishedresults.

A very desirableresultof studiesinvestigatingthe effectsof design variables

on solarcellperformance would be the solutionof problem P1 and/or P2. How-

ever, the solutionof problem PI is very difficultusing parametric (heuristic)

methods. For more than two design variables,the effortrequired to find the

optimal design isprohibitiveusing heuristicmethods (commonly referredto as the

curse of dimensionalit7).An optimizationalgorithm can bc coupled with a solar

cellmodel to more effectivelysolve problems posed in the form of P I and/or P2.

Optimizationistheothermethod of analysisreferredto in table2.I.

In [1.9],Chcn and Wu recognized the limitationsof heuristicmethods to

solveproblems such as P1 and P2. They developed an analyticalmodel of a solar

celland used itinconjunctionwith a directsearch(i.e.,no use of gradients)optim-

izationalgorithm [2.1]to solve a problem relatedto problem P2. They also
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suggested that the same methods had been used to solve a problem similar to P1

(i.e., included a back surface field).

The analysis in [1.9] is limited by the simplifying assumptions required to

derive the analytical model (e.g., uniform doping). The reason stated for using an

analytical model is to avoid the computational effort associated with a numerical

solution of the semiconductor equations.

In [1.9], the front surface and back surface recombination velocities were

included in the problem statement as decision variables. When optimized, the

recombination velocities did not always go to their lower bounds; suggesting the

model used in [1.9] predicts greater efficicneies at higher recombination velocities,

or that there are convergence difficulties with the optimization algorithm used in

[1.9]. In this work, recombination velocities are not included as decision variables

in the optimization because they display a monotonic relationship with respect to

efficiency and will only converge to their lower bound. Including them in the

optimization simply increases the number of variables, hence increasing the numer-

ical effort required to complete an optimization. The method used to investigate

the effects of recombination velocities, which are classified as technology variables

in this work, is discussed more thoroughly in section 3.6.

The results published in [1.9] did not constitute a comprehensive analysis of

solar cell designs. Rather, the results of a few optimizations were given. The

optimizations showed large increases in efficiency from the initial to the final point

of the optimization. However, the optimizations were initiated from very poor

designs (efficiency < 5 %). This tended to obscure the main point of the authors

(i.e., the benefit of using an optimization in the design processes), since such

designs would probably never be proposed in the fast place. Also, the authors

made no mention of the possibility of local maximums or any references to the

concavity of the efficiency surface.

The authors suggested the development of better analytical models and

strongly convergent optimization algorithms as goals for future research.

In this work, a strongly convergent optimization algorithm is developed

specifically for use with CPU intensive simulations. However, deviating from the

suggestions of Cben and Wu, the model used in this work is a one dimensional

numerical model. This work is unique among the studies completed to date (i.e.,

this work would be classified in the lower right comer of table 2.1). The computa-

tional effort required to optimize a numerical model is not prohibitive if the model

is properly adapted for use with an optimization algorithm. The use of finite

difference and finite element models directly with optimization algorithms is well

established in the fields of mechanical and civil engineering. Such work has been
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particularly common in the area of structural design (see [2.2] for a historical sur-

vey). The problem of optimizing solar cell design is particularly well suited to

such techniques due to the numerical solution methods used to solve the

differentialequations and the small number of decision variables in the optimiza-

lion.

This work willstressthe use of the optimization algorithm coupled with a one

dimensional numerical model as a tool for doing a comprehensive analysis of sili-

con solar cell designs. A sensitivityanalysis will be provided for the solutions

found that will point out the possible pitfallsof using an optimization with a simu-

lationprogram (e.g.,nonconcavity of efficiencywhich could lead to the optimiza-

tion converging to a local maximum thatis not the global maximum).

2.3 Overview of Method of Solution

Figure 2.2 shows an overview of the optimization algorithm designed for use

with SCAPID and similarcpu intensivesimulations. The basic components of the

algorithm are the calculation of the numerical approximation of the gradient,

definitionof the search direction,implementation of the constraints,solution of the

one dimensional subproblem, and testfor convergence.

The efficiencyassociated with the initialguess for the optimal solution is cal-

culated first.The optimization algorithm passes the decision vector (the vector x =

[D0, D B, D L, Xf, Xb, Xt.])t to SCAPID. SCAPID then calculates the efficiency

associated with the decision vector and passes it back to the optimization code.

The SCAPID model and how itis used to calculate the efficiencyof a solar cellis

described in the next chapter.

The optimization algorithm then calculatesthe numerical approximation of the

n-dimensional gradient vector (Veff), where n is the number of decision variables

(6 in P1 and 4 in P2). This is done by offsettingeach component of the decision

vector one at a time and re-calculatingthe efficiency to determine the effect of

each component. For example, the firstcomponent of the gradient is

Veff,= eft(Do + ADo, Xf,De, Xb,DI"ADoXU)- elf(Do,Xf,Ds, Xb, Eh.,Xu) , (2.i)

t Scalar quandties are represented by normal type (e.g., DO), vectors by lower case bold type

(e.g.. X), a particular component of a vector by the vector symbol in normal type and a sub-
script denoting the component (e.g., x! ,, first component of vector x), and matrices by upper

case bold type (e.g., H).
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Calculate the efficiency associated with the

initial values of decision variables (x k, k---O)

(I call to SCAPID)

Calculate the numerical approximation

of the gradient (Veff k) at x k.

(n calls to SCAP1D)

Calculate the search direction.

d k = H k Veff k

Enforce constraints to insure

feasiblity.

SCAPID

i

i

t

Calculate Efficiency

Solve the l-dimensional optimization

problem along the directiondk.

maximize eft (xk + a dk)
(X

(callsSCAPID until converged to a" )

Xk+l = Xk+ (X* d k

n-dimensional problem Converged??
yes

/ DONE

no

k=k+l fig. 2.2 Overview of the Method of Solution
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where AD Ois the offset in the front surface doping concentration. The above pro-

cedure is repeated for each of the decision variables. The result is a numerical

approximation of Veff.

The calculation of the numerical gradient is significantly complicated by the

fact that the efficiency is a result of a complex numerical process which requires

the use of iterative algorithms. This concern will be addressed in chapter 4. The

calculation of the gradient has significant impact on the reliability of the optimiza-

tion code and the number of function evaluations required for an optimization to

converge (e.g., it is within the iterative loop of the optimization method outlined in

figure 2.2). For these reasons, the actual method used is more involved than equa-

tion 2.1 and is completely described in chapter 5.

Unlike the initial call to SCAP1D, it is not necessary to execute the model in

its entirety to calculate the efficiency for subsequent calls to SCAP1D (as illus-

trated in figure 2.2). It is possible to avoid calculations that are not necessary to

determine the efficiency by using the results of previous objective function evalua-

tions to initiate the iterative solution techniques employed in SCAP1D. This

results in significant savings in computational effort, and the methods used are dis-

cussed in chapter 4.

Once Veff has been calculated, it is possible to define a search direction to be

used in solving the one dimensional subproblem. The direction of search, d, is

d = -H Veff . (2.2)

H is the approximation to the inverse Hessian matrix (inverse of the matrix of

second partial derivatives). H is initiated as the negative of the identity matrix, so

that the first search direction is simply Veff (steepest ascent direction). For subse-

quent search directions (note iterative loop in figure 2.2), the matrix H is updated

to approximate the inverse Hessian by using the quasi-Newton condition [2.3, 2.4],

y k = H k+1 _ k , (2.3)

where 8 k = x k+l - x k and yk = Veffk+l _ Veffk. The quasi-Newton condition

forces a condition that would be satisfied by a quadratic function on the inverse

Hessian approximation. The solution of (2.3) for H is not unique, so an updating

formula is used. By enforcing the condition (2.3) at each iteration (i.e., by updat-

ing the estimate H k at each iteration), a local quadratic approximation is built up.

Numerous update formulas exist, and any member of the Broyden family [2.5] of

updates can be chosen in the code. The BFGS formula [2.5-2.8],

[ 'tilt 88t I_TtH+HTTt 1
Hs+_-_ = H + I + (2.4)

Sty Sty yty
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(the superscript k and the subscript BFGS arc suppressed on the right side), has

been the update formula most often used for the application to be studied in this

work, because the line search algorithm to be described is not an exact line search

[2.9]. The vector -H Veff represents the offset from the current point to the

optimal point of the local quadratic approximation. This is seen by solving the

necessary conditions for a maximum (gradient = 0) of the truncated Taylor series,

eff(x+Ax)= q(Ax) --eft(x)+ ½ _bs_tB _ + Veff t_ . (2.5)

H = B -1. Since variable metric (quasi-Newton) methods take into account second

order information, they are more successful than always moving in the direction

Veff (steepest ascent direction) which makes use of only first order information.

It is necessary to insure that the search direction is feasible and that the one

dimensional maximization along the search direction remains feasible (this defines

a maximum step size cznw.). The methods used to accomplish this are detailed in

chapter 5.

Once the feasible search direction and a maximum feasible step size in that

direction have been defined, it is possible to solve the one dimensional optimiza-

tion problem,

maximize eft( x + a d ) (2.6)

0 < a._

The n-dimensionaloptimizationissolvedby iterativelysolvingtheone dimensional

subproblcm. Hence, the one dimensionaloptimizationroutineisa very important

component of the optimizationcode. The routineused in thiswork is based on

restrictedpolynomialapproximationand isdescribedindetailinchapter5.

The code iteratesby solvingforthenumericalgradientatthe bestpointfound

by the one dimensionaloptimizationroutine,defininga directionof search,and

solvingtheone dimensionalsubproblcm. A number of criteriaare used to testfor

convergence,and thesearcdefinedinchapter5. Once again,itisstressedthatthe

problem issolvedmore than one time,so thatthealgorithmoutlinedabove isused

on a number of occasions.
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3 The Silicon Solar Cell Model - SCAPID

The efficiency associated with different solar cell designs can be calculated

using the Solar Cell Analysis Program in 1 Dimension (SCAP1D). In figure 2.2,

SCAP1D is shown as a black box; which, given the decision vector, calculates the

associated efficiency. This chapter will describe the block box.

SCAP1D uses finite difference methods to solve the differential equations

which, along with several relations from the physics of semiconductors, describe

mathematically the performance of a solar cell. The differential equations to be

solved, the coefficients of the equations, and the boundary conditions of the equa-

tions will be described in detail. The method used to solve the equations and how

the solution is used to calculate the performance of a solar cell will be described.

The variables (inputs to SCAPID) will be discussed, and the manner in which the

variables are treated in the analysis will be presented.

3.1 The Differential Equations

In general, models (numerical as well as analytic) involve assumptions that

allow the physical process to be described mathematically. The equations given in

this section are valid only if certain assumptions used in their definition hold for

the solar cell to be simulated. The assumptions must be completely understood

and properly implemented in the optimization for valid results to be obtained. This

section will present the equations in a manner that emphasizes the considerations
raised above.

The equations that form the basis of numerical methods for modeling sem-

iconductor devices can be derived from Maxwell's equations, several relations from

the physics of semiconductors, and several simplifying assumptions (e.g., see

[3.1]). The resulting system of equations includes Poisson's equation and electron

and hole continuity equations. Poisson's equation is:

V'2V= q (n-p+N D-N A) (3.1)
E
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where,

V -- voltage

q -- electronic charge constant (1.602 x 10 -19 )

e = perrnittivity of the material

n -- electron concentration

p = hole concentration

N D = concentration of ionized donor atoms

N A = concentration of ionized acceptor atoms.

Poisson's equation models the potential difference that is a result of the variation in

charge distribution through the device. The writing of Poisson's equation has

necessitated the use of several commonly accepted assumptions (e.g., homogeneity

of permittivity).

The continuity equation is written as two equations by considering the holes

and electrons separately. The resulting equations are:

• VJa - q ( R - G ) (3.2a)

VJp =-q ( R - G ) (3.2b)

where,

J. = electron current density

Jp = hole current density

R = Recombination rate

G = Generation rate.

Because we are interested in only steady state results (no transients), the equations

above do not include terms that involve differentiation with respect to time.

Hence, the interpretation of the continuity equations becomes equivalent to the

principle of conservation of charge.

The terms Jn and Jp used in (3.2a) and (3.2b) describe the transport of carriers

in a semiconductor. The derivation of equations to describe carrier transport in

semiconductors is quite complex and involves many of the most important assump-

tions to be made. The derivation of the carrier transport equations used in

SCAP1D is presented in detail in [3.2]. The objective here is to present the equa-

tions in a manner that illustrates the main assumptions that must be invoked for

valid implementation. This will be done by writing the carrier transport equations

in several intermediate forms. The basic carder transport equations are given

below:
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Iu = -q _ n VV + q Dn Vn (3.3a)

lp = -q _ p VV - q Dp Vp (3.3b)

where,

D n = diffusioncoefficientforelectrons

Dp = diffusioncoefficientforholes

= mobilityof electrons

l_,= mobilityof holes.

These equationsillustratethe driftand diffusioncomponents of carriertransport.

Many assumptions have been made to write the equations in the above form.

Three of the most importantassumptionsarc:

(1) Valid only forvery lightlydoped (or intrinsic)semiconductors (i.e.,does not

takeintoaccountpositionalvariationsin the band gap).

(2) Effectsof degeneracy have been ignored.

(3) Parabolicenergy bands are assumed.

The firstassumption implies that the equations will not properly treat

moderate heavy doping effects.This omission can be avoided by includinga term

involvingthe intrinsiccarrierconcentrationwhich is a measurable parameter (e.g.,

[3.3-3.5]). The result is:

Jn = -q ttn n VV + q D n Vn - I_ n k T V( In (niQ) (3.4a)

Jp = -q I.tp p VV - q Dp Vp - I_ P k T V( In (hie) ) (3.4b)

hie --- effective intrinsic carrier concentration.

The last term in the equations can be thought of as a quasi-electric field that affects

the transport of carriers. It accounts for positional variations in the bandgap due to

doping. This equation still contains two important assumptions related to heavily

doped semiconductors. First, the equation is not valid for degenerate semiconduc-

tors because Boltzmann statistics are used in the derivation. The use of Boltzmann

statistics implies that the Fermi energy for electrons, El,, (holes, Efp,) has been

assumed to be sufficiently below (above) the conduction (valence) band edge, E c

(Ev). This is mathematically stated as the relation

( Efn - Ec ) / kT _ -1, or for holes ( Ev - Efp ) / kT ,_ -1 (3.5)
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This condition isnot truein heavily (degenerately)doped semiconductors. Second,

the use of the intrinsicconcentrationimplies knowledge of the band structure. The

band structure,however, isnot well characterizedin heavily doped semiconductors.

The equations can be rewrittenby defining the reduction in the bandgap AEg.

AE z is relatedto the effectiveintrinsiccarrierconcentration by the equation

ni¢2= ni2oe(AEs/kT ) (3.6)

The equations can be furthergeneralizedwith the addition of an asymmetry factor.

The asymmetry factor, A, is defined in terms of the electron affinity,A Z

(A = AX/AEg ), and allows for unequal shiftsin the band edges of the valence

and conduction bands. The resultingequations arc :

.ln=--qg_n [V(V+A AEg )]+qDuVnq (3.7a)

Jp = ---q_tpp V( V - (I-A) _ ) - q Dp Vp
q

(3.7b)

Some authors have proceeded from these equations by making use of the rigid

band approximation for heavily doped silicon and including Ferrni-Dirac statistics

directly into the equation. Adler [3.6-3.8] contends that using an experimently

measured AEg correctly accounts for Fermi-Dirac statistics and that the choice of

the asymmetry factor does not affect some aspects of the model. This approach

was used by Lundstrom [3.2] in deriving the transport equations that are imple-

mented in SCAP1D. No specific shape is assumed for the bands, only the presence

of sharp mobility edges is assumed. The terms AX and AEg account for the posi-

tion dependence of the band edges (i.e., the rigid band effect). In [3.2], Lundstrom

introduces two new terms, @, and Op, that account for both the modified band

shape (density-of-states effect) and the influence of Fermi-Dirac statistics (these

effects are hard to separate in degenerately doped semiconductors). The resulting

equations arc:

J.=-qg_n V(V+Tq) +qD nVn (3.8a)

Jp="qPa_P V(V-(I-7)_) -qDpVp (3.8b)
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where,

Ag= [AEE+On+Op ] ,
(3.9a)

and

AZ+ On
7 = (3.9b)

Ag

Ag is the effective gap shrinkage, and 7 is the effective asymmetry factor. It is

argued that the use of experimental values for All and T correctly accounts for the

effects of heavy doping [3.2, 3.6-3.8]. Therefore, no explicit correction for Fermi-

Dirac statistics needs to be included in (3.8a) and (3.8b). The Boltzmann type

structure, which is convenient for numerical models, is retained.

Procedures for obtaining electricalmeasurements of Ag and 7 arc provided in

[3.2]. Ag does not necessarily equal the actual reduction in the bandgap. Equality

would only exist ifthere wcrc no change in the shape of the bands and the use of

Boltzmann statisticswere justified ( O,, = Gp = 0 ). The effective bandgap is

related to the effectiveintrinsicconcentration (equilibrium np product) by the equa-

tion below (generalizationof equation 3.6).

hie2 = n2 e( As / kT ) (3.10)

The interpretationof effective gap shrinkage is supported by the differences

reported between electricalmeasurements and optical measurements (or theoretical

predictions)of the bandgap in heavily doped semiconductors [3.6-3.10]. Electrical

measurements are relatedto A z, while opticalmeasurements and theoreticalpredic-

tions resultin AEg. No measurements have been made of the effective asymmetry

factor. However, it has been argued in [3.2, 3.6-3.8] that the carrier concentra-

tions,minority carder current densities,and current-voltage characteristicsof typi-

cal heavily doped solar cells arc not affected by the choice of 7. Without 7 itis

not possible to con'ecflymodel allaspects of a solar cell (e.g.,7 must bc known to

determine the builtin voltage).

Equations (3.8a)and (3.8b) substitutedinto (3.2a) and (3.2b) along with (3.1)

arc the equations used in SCAPID. Several assumptions arc required for the vali-

dity of these equations. The most important assumptions arc:

(i) Complete ionizationof the dopants is assumed. This assumption defines the

terms N D and N A to be equal to the doping concentrations.
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(2) The heavily doped regions of the device are assumed to be quasi-neutral and

in low injection, so that the majority carrier concentration is approximately

equal to the doping density.

(3) The parameters Ag and ¥ arc assumed to Ix: functions of the carrier concentra-
tions.

(4) The heavy doping parameters As and y do not change when the device is not

in equilibrium (relatedto the low injectionassumption above).

These assumptions must be carefullytaken into account to insure thatvalid results

arc obtained from the model.

3.2 The Coefficients of the Equations

In the previous section, to simplify the presentation of the equations, the

dependence of the coefficients on other variables was suppressed (i.e., they were

presented as constants). Each of the coefficients, however, is a function of one or

more variables. In this section, each of the coefficients will be mathematically

defined. Since SCAP1D is a one dimensional code, the V used in presenting the
d

equations simplifies to --_-. The independent variable of the differential equations,

x, is the distance into the solar cell perpendicular to and measured from the front

surface.

It has already been indicated that _, can be chosen arbitrarily. SCAP1D allows

y to be defined as a function of x. However, since no reliable measurements of y

exist, _, will be defined as a constant in this work. In accordance with the assump-

tions given above, the ionized doping concentrations (N o and N A) are defined to be

equal to the doping concentrations which are functions of x (e.g., see figure 2.1).

The terms G, R, _, I._, and AS are all defined by equations that include terms

that fit experimental data. A review of the literature shows a profusion of equa-

tions and/or different constants to be used with the same equations [3.1]. To com-

plicate matters, it has been argued [3.6] that the differences between models can

often be traced back to the modeling of the above parameters, particularly AS. For

this reason, the equations that describe each of the above parameters will be given.

References are given for the papers that derive the equations and/or define the con-

stants that are used in this work.

For a solar cell, the generation rate for electron hole pairs (G in equations

3.2a and 3.2b) is modeled by the equation:

IIO

G(x) = I ( 1 - F ) ¢ a e "ax dX (3.11)
0
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where,

_. = wavelength

= incident flux.

The term F takes into account both reflection at the surface and shadowing losses

(an approximation for a 1-D model).- a, the absorption coefficient for silicon, is

taken from a fit of experimental data [3.11]. Equation 3.11 is the integrated, or

accumulated, generation rate at a given distance x into the cell.

Figure 3.1 is a graph of equation 3.11 with F equal to 0.07 (this is the value

that will be used in chapter 6) at a temperature of 300 K. The variable x in equa-

tion 3.11 is expressed as the optical path length, since if the light is reflected or

refracted the optical path will no longer be equal to the position in the device

(referred to in this work as x). Figure 3.2 is a plot of the percentage of the pho-

tons of energy greater than the bandgap of silicon, = 1.1 eV at 300 K, absorbed

versus the optical path length. The majority of the incident photons of energy

greater than 1.1 eV are absorbed very rapidly. Over 60% are absorbed by 5 i.tm,

and over 70% are absorbed by 10 I.tm.

A graph of the percentage of the incident energy absorbed versus the optical

path length would differ from figure 3.2. Since high energy (:_ 1.1 eV) electrons

are more quickly absorbed in silicon, over 99% of the incident energy is absorbed

by 300 lain. However, only 95% of the total number of photons of energy greater

than 1.1 eV are absorbed by 300 I.tm. It takes an optical path of over 1000 I.u-'n to

absorb 99% of the photons of energy greater than 1.1 eV. This is because the

absorption coefficient of silicon for photons just greater than the bandgap energy is

relatively small in magnitude. It is the percentage of photons greater than 1.1 eV

that are absorbed, not the percentage of the incident energy, that is of primary

importance in solar cells.

The recombination rate (R in equations 3.2a and 3.2b) is the sum of the

Auger (AU) and singe-level Shockley-Read-Hall (SRH) processes. The Auger pro-

cess dominates in heavily doped silicon due to a squared dependence on the doping

concentration (all dopants are considered ionized, and the recombination rates are a

function of the carrier densities). The equation for Auger recombination is:

R AU = ( A a n + Ap p ) ( n p- nie2 ) (3.12)

The coefficients An and Ap (Auger capture coefficients) are taken from measure-

ments by Dziewior and Schmid [3.12]. If Boltzmann statistics and a single trap

level are assumed, the equation for SRH [3.13, 3.14] recombination is:
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( n p - hie 2 )
R sRH = (3.13)

'_pk ( n + nl ) +'_nk ( p + pl )

The concentrations nj and Pl relate the emission and capture rates at equilibrium

and are a function of the trap level (middle of the bandgap in SCAPID). The

effective intrinsic concentration nic is defined in equation 3.10. The terms _k and

represent the reciprocals of the capture rates per single carrier. The capture

rates are defined as the product of the capture cross section, the thermal velocity,

and the concentration of the traps. Experimental evidence suggests that at high

doping concentrations, the nap concentration increases. Therefore, it is necessary

to make the lifetimes in equation 3.13 doping dependent. The doping dependence

is modeled using the equations,

_nO

= ND + NA (3.14a)
1+

T.pk = ND + NA , (3.14b)
1+

7-,kp

which were derived from experimental data. The parameters '_n0 and 'Cp0 are the

reciprocal capture rates (lifetimes) for lightly doped silicon. They are input to

SCAPID and describe the quality of the silicon wafer used to build the solar cell.

The parameters 7_,tp and Zkn are defined as 7.1 x 1015 [3.15]. The total recombina-

tion is the sum of R AU and R sRH, R = RSRI'I + R AU (surface recombination is

modeled using the boundary conditions).

To aid the engineer in the physical understanding of the device, recombination

rates are often related to the minority carrier lifetime in the literature. At equili-

brium, the generation and recombination rates associated with the physical
9

phenomenon described by equations 3.12 and 3.13 must balance (i.e., n p = hie-, so

there is no net recombination). The lifetime is calculated by considering small

deviations from equilibrium in the electron and hole concentrations (i.e.,

n = n e +dn and p = Pe + Ap). For example, in a p-type material the lifetime asso-

ciated with the Auger process is calculated as follows:

An
= (3.15a)

_Auger (0_ an+_p) (np-nie 2)
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&n

(oqa n + ap p ) [ (nt + Lm ) (Pe + AP )-nit 2 ]

(3.15b)

Using the fact that nic -- n e Pc-

(% n +ap p) (_a pc- _P no)
(3.15c)

Since the material is p-type, p :_ n, and the only term of importance involves p2.

If low injection is assumed, p = N^ (i.e., low injection assumes that the majority

carrier concentration is not raised significantly above the doping concentration).

1
XAug_. - (3.16)

ctp N^ 2

Identical arguments can be used to determine that the lifetime associted with SRH

recombination is XSRH = t-,a, where x_ is defined in equation 3.14a above. The

combined lifetime is the reciprocal sum of the lifetimes associated with each pro-

cess (since the recombination rates are additive).

1 1 1
--_ + _ (3.17)

T'n _Auger _SRH

Figure 3.3 shows a graph of lifetime versus the net doping concentration, N

(N = N^ in the bulk of a n-p solar cell). The graphs are of equations 3.14a (SRH),

3.16 (Auger), and 3.17 (combined). The posidon of the graph for XSRH is moved

vertically depending on the value assumed for xn0 (1 ms is used in figure 3.3). As

mentioned above, xu0 is related to the quality of the substrate. The Auger lifetime

is more fundamental and is not affected by the quality of the substrate. Figure 3.3

clearly shows the deterioration of lifetime (i.e., increase in recombination rates)

that occurs when the doping concenlration is increased. At light doping, the life-

time is dominated by XSRH- While at heavy doping, XAuger dominates.

Carrier mobility is modeled as the combination of scattering due to lattice

vibrations and ionized impurities. Lattice scattering (l.qL,p) is calculated using the

power formula:

_L = _ 30_ K (3.18a)

(3.18b)
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The constants gamax and oh are taken from [3.16], and gpmaxand o_, are taken from

[3.17]. The model for ionized impurity scattering (g_,p) is based on the equation

due to Caughey and Thomas [3.17]. The constants used in the equation have been

updated by many authors, for holes [3.18] is used and for electrons [3.19]. In

SCAP1D, the equation has been changed to include a temperatu_ dependence

taken from [3.20]. The combined mobility is determined by the Mathiessen rule,

_..L = ..!_I + _-L.I (3.19)

All the results in this report were calculated at room temperature (300 K).

Therefore, equation 3.19 is used to model the decrease in mobility that is experi-

mently observed with increased doping concentration. The mobility as a function

of the net doping concentration (N = IN D -N^I ) is graphed for both electrons

and holes in figure 3.4. The reciprocal sum in equation 3.19 implies that the

highest value achievable for electron mobility is gamax (g_x for holes).

The diffusion coefficients D a and Dp, which appear in equations 3.8a and

3.8b, are related to the mobility by the Einstein relations.

kT kT

D a--q g. and Dp=--_gp (3.20)

In the [3.2], the generalized Einstein relations are used. However, the relations

given above can be used to approximate an important physical parameter, the

diffusion length. In a p-type material, the equation for the diffusion length,

Ld = "_a Da (3.21)

is completely defined by substituting in equations 3.17, 3.19, and 3.20. Figure 3.5

is a graph of the diffusion length as a function of the net doping concentration for

%0 = 1 ms (same value used in figure 3.3). The diffusion length decreases rapidly

as the doping concentration increases, since both the mobility and the lifetime

decrease with increasing doping concentration.

Bandgap narrowing is calculated using the empirical equation due to Slot-

boom and DeGraf [3.21-3.23],

N (3.22)
Ag=V 1 [F+(F2+C) 'i ] F=ln N"'o"

In the equation above, N is the net doping concentration ( IN D -NAt ), and the

values of the constants V 1, N 0, and C, which are determined from experimental
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data, are taken from [3.23]. In figure 3.6, Ag is graphed versus the log of the net

doping concentrations (Atoms/era3). Bandgap narrowing is not a factor for doping

concentrations less than 1016 .

3.3 Boundary Conditions

To completely specify the differential equations, it is necessary to define the

boundary conditions. Conditions are required at x---0 and x--L for V, n, and p or

their derivatives. The boundary conditions on V were obtained by requiring that

the semiconductor be space charge neutral at the contacts. This condition is valid

if the contacts are ohmic, and is valid for nonohmic contacts if it is assumed the

semiconductor is heavily doped at the contacts. Hence, V 0 = V0e q and

VI." "- Vl..e q - Vbias . Vbi u is the forward voltage bias across the device. The sub-

script eq (equilibrium) refers to the conditions in the device when there is no

incident radiation.

The boundary conditions for the carrier concentrations are set equal to their

equilibrium values if the contacts are specified as ohmic (equivalent to infinite sur-

face recombination velocity). If the contacts are specified in terms of finite recom-

bination velocities, the majority concentrations are still set equal to their equili-

brium values (assumes heavy doping at the contacts and low injection), but for the

minority carriers a current is defined:

Jn = + S ( n - neq ) (3.23a)

if p-type at the contact, and

Jp = 4- S ( p - Peq ) (3.23b)

if n-type at the contact. The transport equations can then be substituted into the

above equations to determine the minority carrier concentrations at the contacts. Sf

and Sb (units of era/s), which are inputs to the code, are used to differentiate

between the front and back surfaces. The boundary conditions of an actual device

are different for the cell surface that is located under the metallic grid and the sur-

face that is not located under the metallic grid. Since the code is one dimensional,

the recombination velocities are effective recombination velocities and represent the

net effect of both areas.

3.4 Solving the Differential Equations

In the last three sections, the equations used in SCAP1D to describe the phy-

sics of a solar cell have been presented. The resulting system of equations is a set

of three coupled, nonlinear, second order, ordinary differential equations. The
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solution to the equations is expressed as the values of voltage (V), electron carrier

concentration (n), and hole carrier concentration (p) as a function of the indepen-

dent variable x. It is not possible to solve these equations in their most general

form using analytical methods. Hence, the differential equations are discretized

using finite difference methods to transform them into a system of algebraic equa-

tions. Numerical procedures can then be used to solve the system of algebraic

equations. The result is a discrete approximation to the analytic solution of the

differential equations. In this section, the method used in SCAP1D to numerically

solve the equations is described.

Because the model is one dimensional, the differential operators in equations

3.1, 3.2, and 3.8 simplify to differentiation with respect to x. The variable x

denotes the position in the device measured from the front surface to the back sur-

face. The equations are normalized to scale the variables and to simplify the cal-

culations when solving the equations numerically. The resulting system of equa-

tions is:

d2v - n - p + N D - N A (3.24a)
dx 2

d j_
dx p-(G-R) (3.24b)

dj _
dx " -(G-R) (3.24c)

d (V- (Y- 1 ) VG)----_p ]P dx
(3.24d)

V - (y- I ) V G ) - -_p (3.24e)

wher_ V G = _/kT.

The above differential equations are discretized by using finite difference tech-

niques. The conventional difference approximation to the second derivative is used

for Poisson's equation, while the technique of Scharfetter-Gummel [3.24] is used to

discretize the current relations. A variably spaced mesh is used to place nodes

throughout the device. A variable mesh is required because the solution of the

semiconductor equations exhibit a smooth behavior in some regions (e.g., the bulk
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of the device), whereas in others it varies rapidly (e.g., at the front junction). ALl

resultsdescribed in thisreport were calculated using 250 nodes. As a resultof the

finitedifference transformation,at each node (j)a nonlinear algebraic equation is

defined for Poison's equation (V) and the hole (p) and electron (n) current rela-

tions,

fv,= f(vj__,pj,nj,vj,vj+_)= 0 (3.25)

f_,= f(pj-_,vi-_,Pi,hi,vj,pj÷l,vj+_)= 0 (3.26)

f_,= f(hi__,vj__,pj,nj,vj,nj+_,vj+_)= o (3.27)

This is done for each of the 250 nodes used, resultingin a system of 750 nonlinear

algebraic equations.

Let u be the vector [Pl, nl, VI, .--,P_, n_0, V_0], and flu) be the associ-

ated vector whose components are the values of the lefthand side of equations

3.25-3.27 at each node (disregarding the equality to zero). Just as one could use

the Newton algorithm to determine the root of a single nonlinear algebraic equa-

tion,a system of nonlinear algebraic equations can be solved by using a Newton-

like method. Analogous to the one dimensional case, the Newton-like method for

a system of equations requires an initialestimate of the roots of the equations, u°

(the values of V, n, p at each of the 250 nodes). The vector f(u°) represents the

error associated with the initialestimate in equations 3.25-3.27. The error can bc

used along with the Jacobian matrix (analogous to the derivative for the one

dimensional case) of the system of equations to define a correction term that can bc

added to u° to get an improved estimate of the solution u I.

The correction vector isdefined as follows,

K(u k) A Uk+l ------f(u k) , (3.28)

and is solved for by inverting the Jacobian matrix K (i.e.,solving the system of

linear equations). The correction vector A uk+1 is added to the vector uk. The

result is a betterestimate,uk+t, to the solution vector u for which the equality to

zero in equations 3.25-3.27 holds. The process iteratesuntilthe correction vector

and the values of the components of f are deemed small enough to imply conver-

gence.

The Jacobian matrix, K takes on the special form of a band matrix of

bandwidth nine because the equations at each node axe only a function of the

values of n, p, and V at that node and the two adjacent nodes. Since K is a very
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sparse matrix, solving the system of linear equations associated with (3.28) is

simplified. Also, the solution strategy implemented in the code may use the same

Jacobian for several iterations. Hence, the inversion required to solve 3.28 may

not have to be done every iteration. However, due to the large dimension (750 for

250 nodes) and the fact that the linear equations 3.28 must be solved iteratively to

obtain the solution of the nonlinear equations 3.25-3.27, the solution procedure

requires considerable effort.

The basic Newton algorithm is modified in [3.2] to improve the convergence

properties (correct the overshoot phenomenon) and expand the region of conver-

gence for the initial guess. It is still the property of the algorithm, however, that

the initial guess must be sufficiently close to the answer for convergence to be

achieved (similar to the one dimensional Newton algorithm). This point is crucial

to the method used to adapt SCAP1D to an optimization environment (described in

chapter 4).

3.5 Simulating Solar Cell Performance

The method of obtaining a numerical solution of the differential equations has

been given. How that solution is used to simulate the performance of a solar cell

and to calculate the efficiency will now be presented. The first task is to arrive at

an initial estimate of the values of V, n, and p for some mode of device operation.

This is done by considering the solutions to the equations during equilibrium (the

state of the device when there is no illumination or other external stimuli). Also,

the equilibrium solution is required to define the boundary conditions to the none-

quilibrium (illuminated) problem. In equilibrium, the current densities Ja and Jp

are equal to zero. This simplifies the set of equations 3.24 to the following,

d 2

_x2 Ve.q = exp ( Vcq + y V G ) - exp( -veq - ( y -1 ) V G ) - N D + N a (3.29)

Although this equation must also be solved by an iterative Newton-type numerical

algorithm, a convergent initial solution can be defined by assuming space charge

equilibrium throughout the device. The resulting equation,

= 0 (3.3O)_'_22 Veq

has an analytic solution that can be used to calculate the voltage at each node.

Once the equilibrium voltage has been calculated, the equilibrium hole and

electron carrier concentrations can be solved for at each mesh point from an ana-

lyric equation. The actual implementation of the equilibrium problem in SCAP1D
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is more complex due to 'the need to define a variably spacedmesh that will result
in an accurate solution of the equations. The considerations for the spacing of the
mesh points are that the generation rate (for monochromatic illumination) between
nodesdoes not significantly change, the distancesbetweenadjacent nodes does not
change significantly, and the potential (V_) does not change significantly between
any two nodes. An initial estimate for the mesh is automatically defined by the
code using fewer nodesthan requestedin the input (in this work 250). The equili-

brium problem is solved several times, each time increasing the number of nodes

and/or redistributing the nodes, until all the conditions above are satisfied and the

desired number of nodes is reached.

The solution to the equilibrium problem provides an initial estimate close

enough to solve the nonequilibrium (illuminated) problem for a short circuit condi-

tion (Vbi _ = 0). The system of 750 nonlinear algebraic equations is then solved to

determine the values of n, p, and V at each node by the Newton-like iterative algo-

rithm described above. The bias can then be increased to 0.1 volt, with the solu-

tion vectors of n, p, and V from the short circuit problem being used as the initial

estimate to the solution. Once again, the system of nonlinear equations is solved.

This process continues, increasing the bias voltage by 0.I volt and re-solving the

system of nonlinear equations, until a negative or very small current results (the

voltage offset is decreased ff the code senses it is close to the crossover from posi-

tive to negative current). A current of zero would result if Vbi _ were set equal to

the open circuit voltage (Voe) of the cell. Negative currents represent a Vbias

greater than Voe. It may take as many as nine voltage offsets for Vbias tO be

increased to the vicinity of Vo, :. Then, an iterative linear interpolation algorithm is

used to solve for the open circuit voltage to within a specified tolerance (current

sufficiently close to zero). The algorithm is iterative and in general several biases

must be solved for (i.e., the system of nonlinear equations must be solved several

times) before convergence to Voe is reached.

Changing Vbi,¢ is interpreted as changing the resistance of the load attached to

the solar cell. There is a load resistance that results in the maximum power being

transferred to the load. The resulting Vbi _ is referred to as Vmp, the maximum

power voltage. A good estimate of V_ is calculated by using Vo¢ and Isc, which

have already been determined, in the ideal diode equation. Then a linear interpola-

tion algorithm is used to converge to Vmp. This requires solving the system of

nonlinear equations for several bias voltages until convergence to Vmp is achieved.

In following the above procedure, SCAPID has completely defined the I-V

curve associated with the solar cell. Figure 3.7 shows an example of an I-V curve.

Vmp is the voltage associated with the largest area rectangle under the I-V curve
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(in the coordinates of current and voltage, area is equal to power). The efficiency

of the device is calculated by dividing the power generated at Vmp by the power

(in the form of illumination) incident on the cell.

3.6 The Variables

In the previous sections, it was seen that the efficiency of a solar cell can be

calculated by solving the differential equations at a voltage bias equal to the max-

imum power voltage. Different solar cell designs are defined by changing the

coefficients and the boundary conditions of the differential equations. Changing

the coefficients and/or the boundary conditions of the equations affects the solution

of the equations at all the biases (including Vmp) and the the value of Vmp, hence

affecting the efficiency. The coefficients of the equations were seen to be a func-

tion of several variables.

The equations are completely defined by specifying the following inputs to the

model; the operating temperature, the incident illumination, the shadowing and

reflection factor, the SRI--I lifetimes for lightly doped silicon (xn0 and %p0), the

impurity concentration (as a function of x), the thickness of the device, and the

effective surface recombination velocities (Sf and Sb). The operating temperature

(300 K) and the incident illumination (AM1.5) are chosen in accordance with a

standard established so that the results of different studies can be compared [3.25].

The shadowing and reflection factor is defined in this work as 7%. It represents

the percent of the incoming illumination that is not available for power generation

due to shadowing of the top contact grid and reflection at the front surface of the

cell.

The doping concentration and the cell thickness are controllable to the extent

that they can be considered decision or design variables in the optimization. In

designing a silicon solar cell, the design engineer is able to specify these variables

with a reasonable degree of accuracy within the bounds given in the problem state-

ment P1.

The variables %0, %p0, Sf, and St) are not completely controllable. They are

closely related to the fabrication process and level of technology used to build the

ceil Hence, they will be referred to as technology variables. Since the level of

technology and the fabrication process are fixed during the manufacture of a ceil,

the design engineer is not free to specify a desired value for the technology vari-

ables. The effect of the technology variables on efficiency is monotonic regardless

of the values of the other design variables (i.e., increasing lifetimes increases

efficiency and decreasing surface recombination velocities increases efficiency for

any cell design). Since it is known that the technology variables will go to their
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more favorable bound, including them in an optimization provides no useful infor-

mation, while increasing the computational effort required to complete an optimiza-

tion. The level of technology and fabrication processes may change in the future,

so the effects of such variables should be investigated. Since technology variables

should not be included in the optimization, they can only be investigated parametri-

cally while re-optimizing the cell design. The re-optimization of the design vari-

ables is critical, since it is desirable to compare only the highest efficiency designs

associated with different levels of technology and/or fabrication processes.

3.7 Summary

The equations used to simulate a solar cell in SCAP1D are a set of three cou-

pled, nonlinear, second order, ordinary differential equations. The solution of the

equations includes the values of the voltage, electron concentration, and hole con-

centration as a function of the independent variable x. The method of solution is

to transform the equations using finite difference methods into a system of non-

linear algebraic equations. A Newton-like algorithm, which requires a good initial

approximation of the solution to converge, can be used to solve the system of non-

linear algebraic equations.

The performance of a solar cell for a given voltage bias is simulated by solv-

ing the system of nonlinear algebraic equations and using the solution to determine

the current and the terminal voltage of the cell. A number of voltage biases, which

define the I-V curve, must be solved for to insure the convergence of the Newton-

like algorithm and to determine the value of the maximum power voltage. The

efficiency is defined by solving the system of nonlinear equations at a bias equal to

the maximum power voltage.

Different solar cells are modeled by changing the values of variables which

affect the coefficients and boundary conditions of the differential equations. The

variables Do, DB, DL, Xf, X b, and X L are decision (design) variables in the optim-

ization. Variables such as the operating temperature and the incident illumination

are chosen to standardize the results. The variables St, Sb, xn0, and 'rp0 are

referred to as technology variables and are not included in the optimization. By

solving the optimization problem at different values of the technology variables, it

is possible to compare the best predicted efficiency associated with different

processes and levels of technology. Cell design must be optimized to make such

comparisons valid.
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4 Adapting SCAPID to an Optimization Environment

To maximize efficiency, the objective function discussed in the problem state-

ment section, it is necessary to couple SCAP1D with an optimization code (e.g.,

see figure 2.2). The optimization code requires that the objective function be cal-

culatezi iteratively until convergence is reached. Hence, a major consideration

when adapting a numerical model like SCAP1D for use in an optimization (i.e.,

iterative) environment is to insure that only the calculations necessary to compute

the objective function are performed. The repetition of unnecessary calculations

will increase the computational burden required to complete an optimization. It is

also important to note that SCAP1D requires the use of iterative algorithms

(Newton-like algorithm and secant algorithm). Hence, each calculation of

efficiency is affected by the convergence tolerances of the iterative algorithms

(referred to henceforth as convergence error) as well as numerical roundoff error,

truncation error, etc. It is important that such sources of error do not significantly

affect the comparison of the efficiencies associated with different values of the

decision variables. This chapter will detail the changes made to adapt SCAP1D to

an optimization environment stressing the above considerations.

4.1 A Strategy for Iteratively Calculating Efficiency

One way to interface SCAP1D to an optimization code would be to run

SCAP1D in its enti_ty each time the objective function is requested by the optimi-

zation code. However, because the objective function requires that only the

efficiency be calculated (not the entire I-V curve), it was possible to develop a stra-

tegy that allowed considerable savings in the computational effort required to com-

plete an optimization. As part of this task, an analysis was made to determine the

routines in SCAP1D that required significant cpu time. Table 4.1 shows the results

of the analysis for a single execution of SCAP1D on a Gould PN9080 minicom-

puter. These times are only representative of an average run. Since SCAP1D

involves several iterativ¢ processes, the times will be different for runs initiated

with different data. The only activities that require significant amounts of time axe
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the solution of the nonequilibrium (illuminated) problem, the solution of the equili-

brium (noniUurrdnated) problem, and the calculation of the generation rate (i.e.,

how the solar energy is absorbed through the device).

The time spent solving the nonequilibrium problem is accumulated by solving

the system of nonlinear equations described in the previous chapter for a number of

different values of Vbi u (20 biases were solved for in the run that is the basis of

table 4.1). Since

efficiency = Vmp Imp / ( incident power ), (4.1)

the only bias required to determine the efficiency is the maximum power voltage,

Vmp. In table 4.1, the time spent solving the nonequilibrium problem is further

subdivided into the categories of I-V offsets, solving for Voc, and solving for Vmp.

This suggests that considerable effort can be saved in calculating the efficiency if

an initial estimate can be provided that is within the region of convergence of the

Newton-type algorithm for biases near Vmp. In an iterative environment, this esti-

mate is provided by the previous call to SCAP1D. Because no estimate of the

solution exists for the initial calculation of the efficiency, the first simulation must

still be executed in its entirety.

Table 4.1 Time Analysis of a Single Execution of SCAPID

Routine cpu seconds cpu seconds

Solve Non-Equilibrium Problem 63.12
I-V Offsets

Solve For Voe

Solve For Vmp

Solve Equilibrium Problem 9.34

Calculate Generation Rate 6.86

All Other Routines 0.71

31.51

9.46

22.15

Figure 4.1 shows a flow chart of the strategy that was implemented. First, the

efficiency associated with the initial estimate of the decision variables is calculated

by running SCAP1D in its entirety. The values of n, p, and V at each node of the

finite difference mesh (i.e., the solution to equations 3.25-3.27) associated with the

maximum power voltage are saved along with the value of Vmp. The optimization
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code then changes the values of the decision variables to increase the efficiency.

The next step actually depends on which decision variables change value. Figure

4.1 shows the simpler case of only the variables associated with the doping con-

cenwations changing value (e.g., front surface doping concentration, bulk doping

concentration, and back surface doping concentration). The routines required to

modify the coefficients of the equations to reflect the changes in the decision vari-

ables are executed. The parameters R, As, _, and I_, are all recalculated because
they are a functions of the doping concentrations (the defining equations are given

in section 3.2). The variably spaced mesh from the previous solution can still be

used (i.e., the value of x associated with the finite difference mesh points does not

change). Therefore, it is not necessary to recalculate the generation rate (G in the

equations 3.25-3.27), since it is only a function of x.

The retention of the variably spaced mesh also simplifies the solution of the

equilibrium problem. The equilibrium problem must be solved, because it is

required to define the boundary conditions for the nonequilibrium problem. An ini-

tial estimate of the new equilibrium solution can be calculated by assuming space

charge equilibrium (equation 3.30). The resulting analytic expression is used to

solve for the voltage at each of the 2.50 nodes. Then, the equilibrium voltage can

be calculated by solving equation (3.29). The equilibrium carrier concentrations

are solved using the same analytic expressions used in a standard run of SCAP1D.

This defines all the terms needed to calculate the boundary conditions.

The solution vector from the previous nonequilibrium problem is retrieved

from storage and used as the initial estimate to the solution of the nonequilibrium

problem. The previous value of Vmp is used as the voltage bias. The equations
3.25-3.27 are re-solved using the Newton-Like algorithm to iteratively solve equa-

tion 3.28 (repeated below),

K(u k) A u k+1 = -f(u k) (4.2)

The initial estimate, u ° (k=0), is the retrieved solution vector from the previous cal-

culation of efficiency. However, this estimate is no longer correct, because it was

associated with different values of the doping concentrations. The solution of the

nonequilibrium problem results in the solution vector associated with the new

values of the doping concentrations at the Vmp associated with the old values of

the doping concentrations. Since the doping concentrations have changed, the new

value of Vmp will be different. The new value of Vmp is determined by solving the

one dimensional maximization of power as a function of voltage,

maximize Power(V) (4.3)

V
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A one dimensional optimization routine was written to solve the one dimensional

optimization problem expressed in equation 4.3. The optimization routine replaced

the secant method (based on linear interpolation). The reasons for this and the one

dimensional optimization algorithm developed are discussed in the next section.

Figure ,;.2 illustrates the above process. The initial execution of SCAP1D

defines the entire I-V curve (shown as a solid line in figure 4.2). Changing the

doping concentrations defines a new I-V curve (the dotted curve shifted from the

solid curve). By correcting the solution vectors at the old value of Wrap, a move is

made vertically from the Vmp of the solid curve to the dotted curve. Maximizing

power as a function of voltage implies a move along the dotted curve to the max-

imum power voltage associated with the dotted curve. The dotted I-V curve is

never completely solved for. Rather, the system of 750 nonlinear equations

described in section 3.4 is only solved for at a few biases in the vicinity of Vmp (as

depicted in figure 4.2). Power as a function of voltage is plotted for the dotted

curve in figure 4.3. When the power has been maximized, the value of Vmp and

the associated solution vectors are stored if they improve the efficiency. Since the

optimization code is maximizing the efficiency, the solution associated with the

current best point will provide the best initial estimate for the next set of decision

variables defined by the optimization algorithm.

All subsequent calculations of efficiency required by the optimization are done

by making use of the current stored solution. Hence, none of the subsequent I-V

curves is ever completely defined. The above strategy will only work if the esti-

mate that is retrieved from storage is within the region of convergence of the

Newton-like algorithm (equation 4.2) used to solve the system of nonlinear equa-

tions. Originally, SCAPID defined the I-V curve to obtain a voltage offset that

was close to Vmp (within the convergence region of the Newton-like algorithm),

while the cell design remained constant. The convergence region of the Newton-

like algorithm includes I-V curves associated with similar cell designs. Hence, it is

possible to use the iterative strategy described above. The process iterates until the

optimization converges to the optimal efficiency.

The effects of the above changes were illustrated by timing an optimization

initiated from the same inputs used as a basis for table 4.1. The time taken for the

initial execution of SCAPID was subtracted from the time required for the optimi-

zation. The result was divided by the number of function evaluations (minus one)

required for the optimization. The average time to determine the efficiency for

subsequent runs was 9.7 seconds. Time spent in the optimization code is negligi-

ble. This represents a better than 800% reduction when compared to the time to

call SCAPID and solve it in its entirety. Since all the objective evaluations, except
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the firstone, are calculated using the iteradve strategy outlined above, the time

required for an optimization is reduced 800%. Since solving problem PI can

require that the efficiencybe calculated many times (10-40, or more depending on

the initialestimates of the decision variables),thisrepresents a tremendous savings

in computational effort. The 800% reduction reflectsthe fact that the generation

rate did not have to be recalculated,the finitedifference mesh did not have to be

changed (simplifying the solution of the equilibrium problem), the I-V offsets and

Voc wcrc not calculated,and the number of bias voltages needed to converge to

Vmp was reduced. The latterwas achieved by replacing the secant algorithm origi-

nally used in SCAPID with the one dimensional optimization routine to be

described in the next section.

The value of 9.7 seconds is the average time required to calculate the

efficiency using the iterativestrategy. Because the Newton-like algorithm and the

maximization for Vmp depend on the quality of the initialestimate of the solution,

the amount of time required for each efficiencycalculation depends on the magni-

tude of the changes in the decision variables. For the Newton-like algorithm, the

initialestimate is the value of n, p, and V at the 250 nodes. For the maximization

of power, the initialestimate is the value of Vmp. If the changes in the decision

variables arc small, the time required will be less than 9.7 seconds. This was a

dominant reason for using an optimization algorithm that uses finite difference

approximations of the gradient. To numerically approximate the gradient requires

that the efficiencybe calculated aftersmall changes have bccn made in the decision

variables. Therefore, these efficiency calculations can be done with less effort

because a high qualityinitialestimate is provided to the itcrativealgorithms.

If the changes in the decision variables are large,the time required to calcu-

late the efficiencycan be significantlymore than 9.7 seconds because the itcrative

algorithms required to calculate the efficiency will require more time to converge.

If the changes in the decision variables are too large, the Newton-like algorithm

will not converge. This makes it impossible to make use of the stored solution

associated with a previous calculationof efficiency. It would then bc necessary to

execute SCAPID in its entirety to determine the efficiency,negating the savings

outlined above. Itwill be shown in the next section that the one dimensional max-

imizadon of power as a function of voltage will always converge, so only the

Newton-like algorithm may cause the iterativcstrategy defined above to fail.

The above description is valid if the doping concentrations arc the only vari-

ables changed by the optimization code. A slightly different scqucncc of opera-

tions must be done if the front junction depth, back junction depth, and/or the cell

thickness (referred to as geometric variables) change value. If any of the

geometric variableschanges value, itis necessary to solve the equilibrium problem
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in its entirety and redefine the finite difference mesh. This must be done to insure

that the mesh covers the entire device and the equations are solved accurately. The

dominating factor determining where the nodes arc placed within the device is the

position of the junctions (the mesh is defined by a routine in SCAPID). Due to

the large variations in the solution vector in the vicinity of the junctions (particu-

larly the front junction), an increased number of nodes is required in said regions

to insure that the equations are accurately solved. Redefining the mesh changes the

discretized values of the independent variable x. Hence, it is necessary to recalcu-

late the generation rate as well as the other parameters in the equations (R, Ag, p.n,

and }.).p). Even when one of the geometric variables changes value, the considera-

tions used to determine the positions of the nodes result in the nodes being distri-

buted in a similar manner (similar number on each side of the junction, etc.).

Therefore, the previous solution vector can still be used as an initial estimate even

though the value of the independent variable associated with the solution has

changed. The rest of the solution procedure is identical to that described above.

An optimization was initiated from the run that is a basis of table 4.1 allowing

only the geometric variables to change. The average time for calculating the

efficiency, after the initial call, was 21.8 seconds. This represents a 367% decrease

in time compared to running SCAP1D in its entirety, but an increase by a factor of

2.2 when compared to the solution procedure for changes in the doping concentra-

tions only.

The code determines which variables have changed value and follows the

appropriate solution procedure. If the solution vector associated with the previous

set of decision variables is not in the region of convergence of the Newton algo-

rithm, SCAP1D is run in its entirety to determine the efficiency for the new values

of the decision variables. The magnitude of the changes in the decision variables

is considered by the optimization algorithm (see section 5.4). Therefore, rerunning

SCAP1D in its entirety is a rare occurrence. The computational savings for com-

pleting an optimization will be between 400% and 800% when compared to exe-

cuting SCAP1D in its entirety for each efficiency calculation.

4.2 Maximizing Power as a Function of Voltage

The region of convergence of the secant algorithm originally used in SCAP1D

was very limited. This was not a problem because the Isc and Voc were solved for

and could be used with the ideal diode equation to provide an excellent estimate of

Vmp. By comparison, the strategy outlined above uses the Vmp of the solution that

is stored in memory as the initial estimate of the new value of Vmp. Changes in

the decision variables during the optimization could result in the failure of the

secant algorithm to converge. The magnitude of the changes in the decision

48



variables that could be solved for using the recursive strategy outlined above is

already limited to the region of convergence of the Newton-like algorithm for

correcting the solution vectors V, n, and p. It is undesirable to further restrictthe

magnitude of the changes in the decision variables that can be toleratedbefore the

it_rativestrategy described in the previous section fails,making it necessary to

rerun SCAPID in its entirety to calculate the efficiency associated with the new

values of the decision variables.

Although itwas possible to enlarge the region of convergence for the secant

algorithm, doing so caused the algorithm to require an excessive number of itera-

tions. Therefore, a one dimensional optimization routine was written and appended

to SCAPID to solve the problem of maximizing power as a function of voltage,

v °Id (4.4)maximize ( -rap + AV ) Iv

AV

In the above equation, v oldis the maximum power voltage for the solution that is
--mp

stored;Iv, which is a function of the voltage, is the current; and AV is the change

in the voltage. Since determining the current associated with a bias voltage

r_quircs the solution of the system of 750 nonlinear equations, itis important that

this problem be solved efficientlyfor the AV that results in the new Vmp. Only

function values arc available,and a directionof ascent cannot be assumed. There

are no constraintson the value of Vbias. As in figure 4.3, the problem will always

have a well defined maximum (i.e.,power is a concave function of voltage, assured

by the physics of a solarcell).

A one dimensional routine was designed to solve the above problem and

v TM is calculated (the verticalappcndcd to SCAPID. The power associated with -rap

move from the solid to the dotted curve in figure 4.2). Then, since the main

optimization algorithm (the optimization that ischanging the solar celldesign vari-

ables) is trying to increase efficiency,the one dimensional routine increases Vbias

by an initialstep size. The initialstep size used depends on the magnitude of the

changes in the design variables (as compared to the values associated with the

stored solution), since larger changes suggest a larger change in Vmp. If the power

associated with the initial offset increases, offsets are continued in the direction of

increasing AV until the power decreases. Because power is a concave function of

voltage, consecutive offsets in voltage changing from increasing to decreasing

power implies that the maximum power voltage is contained in that interval (i.e., a

bracket is obtained around Vmp, see figure 4.3). If the power decreases after the

initial offset, the offsets are made in the negative direction (decreasing Vbias) until

a bracket is obtained around Vmp. The magnitude of the initial and any additional
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offsets prior to obtaining a bracket around Vmp is determined by a heuristic for-

mula that was observed to work well for this application.

Once a bracket is found around the maximum power voltage, restricted qua-

dratic or cubic interpolation is used to determine the optimal offset, AV*. Qua-

dratic interpolation is used if the output powers associated with three voltages are

known. Cubic interpolation is used if the output powers associated with four or

more voltages arc known. As more interpolations are done, the bracket around

Vmp is tightened, and the voltages associated with the four highest values of power

are used to form the next cubic approximation. The interpolation process continues

until a sufficiently tight bracket is found around the voltage associated with the

maximum power.

There is no convergence region associated with the above algorithm (it will

always converge regardless of the initial estimate). However, the quality of the ini-

tial estimate of the maximum power voltage, which is determined by the magnitude

of the changes in the decision variables, will affect the number of bias voltages

required to achieve convergence.

4.3 Convergence Error

SCAP1D was originally designed to report the efficiency to an accuracy of

_+0.005. However, for an optimization algorithm, the calculation of efficiency has

to be more accurate by orders of magnitude (_+0.00005). Where accuracy is not

defined with respect to a physical device, but rather refers to the ability of the

model to predict changes in efficiency due to changes in design. For example,

SCAP1D must be able to predict the change in efficiency that would occur if the

front surface doping concentration were raised by 1% in a design. The efficiencies

predicted do not need to be within 0.00005 of the efficiencies associated with the

actual physical devices, but the trend in the efficiencies must be predicted accu-

rately.

The calculation of efficiency using SCAP1D requires two iterative algorithms,

the Newton-like algorithm and the maximization of power as a function of voltage.

So; as well as the errors due to roundoff, cancellation, and finite precision on a

computer (e.g., see [4.1]); each objective function (efficiency) evaluation will be

affected by the error associated with solving the iterative algorithms to a finite con-

vergence tolerance. The latter will be referred to as convergence error. Conver-

gence error will generaly far exceed the other forms of numerical error.

The accuracy required in solving the maximization of power as a function of

voltage described in the previous section is of critical importance due to the fact

that it is embedded in the optimization of the solar cell design variables for
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'maximum efficiency. To insure that differences in efficiency resulting from rela-

tively small changes in the decision variables (particularly for gradient calculations)

will not be obscured or significandy affected, tight convergence criteria are used in

the maximization of power as a function of voltage. An example of varying a sin-

gle variable using the original secant algorithm and convergence criteria used in

SCAP1D, which were not designed for such an application, is given in Figure 4.4.

The result of running a nonlinear optimization code to maximize such a function

would be disasu'ous due to the highly nonconcave surface. The algorithm would

be prone to stop at any of the numerous local maximums or fail to converge due to

bad gradient information, and this was in fact observed in the initial attempts to

optimize efficiency. Figure 4.5 is identical to figure 4.4, but the former was gen-

erated using tighter (by a factor of 100) convergence criteria and the one dimen-

sional maximization routine described in the previous section. It is seen that the

efficiency is in fact concave along the line searched.

Even with much tighter convergence criteria, the one dimensional maximiza-

tion algorithm requires fewer bias voltages to converge to the Vmp than the original

algorithm and replaced the former even for single runs of SCAP1D. The reason is

made clear by observing that the region around the maximum in figure 4.3 is much

better fit by higher order approximations (cubic versus linear in the original algo-

rithm in SCAP1D). Since obtaining the solution vector for a bias involves the

solution of 750 nonlinear equations, the reduction in the number of biases required

is significant. This is particularly true in an optimization, since Vmp must be

solved for each time the decision variables arc changed.

By changing the numerical methods used in the model, it was possible to

tighten the convergence criteria to an acceptable level while decreasing the compu-

tational effort. This made it possible to achieve the level of accuracy desired in

the decision variables. If figure 4.5 were redone by choosing much smaller incre-

ments in the back junction depth, eventuany it would start to once again resemble

figure 4.4. For some models, the increase in computational effort that results from

tightening the convergence tolerance may be excessive. The optimization code to

be described in the next chapter can still operate on a function like that shown in

figure 4.4. The objective evaluations are only taken at points that are sufficiently

distant from each other to reflect differences in the objective function that are not

obscured by the numerical accuracy of the model. Therefore, the level of accuracy

desired in the optimization of the decision variables must be traded off against the

computational effort required to reflect that accuracy in the model.

Since the Newton-like algorithm used to solve the system of nonlinear equa-

tions is also required for each objective evaluation, the convergence tolerance used

could have caused a problem with respect to the concavity of the objective
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function. However, the convergence criteria used in SCAP1D were tight enough,

and no problems were observed for the accuracy desired in the decision variables.

4.4 Summary

It has been established that significant savings (400% to 800%) in the compu-

tational effort required to complete an optimization can be realized by properly

adapting SCAP1D to an optimization environment. The savings are realized by

avoiding the calculation of the I-V curve each time (except the first) that the optim-

ization requires the efficiency to be calculated to solve problem P1. Instead, the

solution of a previous calculation of efficiency is used to initiate the iterative algo-

rithms used in SCAP1D to calculate the efficiency for the new value of the deci-

sion variables. This was achieved by developing a new routine for use with

SCAP1D that solved the problem of maximizing the power output of the cell as a

function of the voltage bias to determine the maximum power voltage.

The system of nonlinear algebraic equations, which is associated with the

finite difference transformation of the differential equations, is solved using a

Newton-like algorithm. The only limitation of the above method is that the change

in the decision variables cannot be so large that the Newton-like algorithm fails to

converge.

Depending on which variables change value, different schemes for making use

of prior solutions for the calculation of efficiency are implemented. The geometric

variables (Xr, Xb, and Xt) affect the finite difference mesh, hence they require

more computational effort than the doping variables (D 0, D B, and DL).

The one dimensional optimization for the maximum power voltage affects the

efficiency associated with a decision vector in the maximization of cell efficiency.

Therefore, tight convergence criteria are used. When optimizing a model that

requires the use of iterative algorithms to calculate the objective function (some

output of the model), the accuracy desired for the decision variables must be traded

off against the computational effort required to reflect that accuracy in the objective
function.
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5 The Optimization Code

The optimization code used to optimize SCAPID has been outlined in section

2.3. Several of the components were not discussed in detail. In this chapter, the

calculation of the numerical gradient, the implementation of the constraints, the one

dimensional optimization routine, and the test for convergence will be discussed in

detail. Also, a summary of the intended application will be presented.

The routines will be discussed from the point of view of a minimization. A

maximization is simply the minimization of the negative of the objective function.

The objective function is represented by f, the gradient by g, and the decision vec-

tor by x.

5.1 Summary of Application

For best performance, an optimization code should be designed specifically for

the intended application. At the same time, it is desirable to write a code that is

useful for solving a wide variety of problems. Both objectives are achieved by

using inputs to trigger the more specialized options used for optimizing cpu inten-

sive simulations. The discussion in this section will proceed as though the

appropriate options are in effect and the code is tailored to the application.

In the previous section, it was shown that the amount of work required to cal-

culate the efficiency depends on which variables axe changed with respect to the

last solution that was saved (the current best point of the optimization). The

amount of computation required is also dependent on the magnitude of the change

in the decision vector, since this affects the quality of the initial estimates for both

the Newton algorithm and the maximization of power as a function of voltage

(both are iterative procedures). If the changes in the decision variables are too

large, the Newton algorithm may not converge because the previous solution will

not provide a good enough estimate. This will make it necessary to rerun

SCAP1D in its entirety, negating the reductions in computational effort explained

in the previous section. These considerations suggest that special capabilities will
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have to be designed into the code.

The dominating factor in this application is that any calculation of efficiency

can be considered expensive enough that a premium should be placed on the

number of times the optimization code requires the efficiency to be calculated

before achieving convergence.

Assuming it is possible to model the doping concentration throughout the dev-

ice using a reasonable number of variables, the number of decision variables in the

optimization should not be large. Since the objective function is extremely difficult

to calculate, an optimization with a large number of variables would be prohibi-

tively expensive in terms of computer time. Therefore, the optimization code could

be designed for an application with a limited number of decision variables (e.g., <

20). The formulation in the problem statement (problem P1) has just six decision

variables, and a similar formulation without a back surface field (problem P2)

requires only four decision variables. Also, the formulation given in the problem

statement requires that the optimization code have the capacity to handle simple

bounds on the decision variables and linear constraints.

5.2 Calculation of the Numerical Gradient

SCAP1D can be viewed as a black box. The black box supplies an output

(the efficiency), which is the objective function for the optimization, when provided

with an input (the decision vector, x) There is no closed form representation for

what is in the black box, hence analytic gradients are not available. Therefore, the

gradient must be calculated numerically. Due to this consideration, algorithms

were considered that use only function evaluations (referred to as direct search

algorithms).

A major disadvantage of most direct search algorithms is that they require that

the objective evaluations be spread out over the feasible region to be searched.

This raised difficulties with the recursive scheme described in the previous chapter

for using the solution of a previous efficiency calculation to initiate the next calcu-

lation, because the changes in the decision variables were too large. A comparison

between two algorithms (nonlinear algorithm based on searching the decision space

with simplexes [5.1-5.3] and the code described in this report) suggested that it was

more efficient, accurate, and reliable to use a variable metric algorithm with numer-

ically calculated gradients.

The calculation of numerical gradients is particularly desirable for optimizing

a model such as SCAP1D for two reasons. First, the number of decision variables

is small (n is small). Second, the computational effort required to calculate the

efficiency is reduced if a good estimate of the solution is provided. This is
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becausethe initial correction of the solution vector (vertical move from the solid to

the dotted I-V curve in figure4.2) and the maximization of power as a function of

voltage converge faster. Numerical gradients are taken at the optimum of the last

line search (the solution at such a point is stored using the strategy developed in

the previous chapter) by slightlyoffsettingone component of the decision vector

(see equation 5.1 below). Hence, an excellent estimate for the next solution is

available.

The use of the optimization code described in this report with models that

cannot make use of previous objective evaluations to reduce the computational

effortmay not be as advantageous when compared to direct search algorithms. For

example, a model that involves the solution of a large system of linear equations

using directmethods or a time simulation that must be run in itsentirety for every

objective evaluation would require the same effort if a large change or a slight

offset was made in the values of the decision variables. However, the firstorder

gradient information provided by numerical gradients allows second order informa-

tion to be approximated using the quasi-Newton condition. Several authors [e.g.,

5.4] favor the calculationof numerical gradients so that the more sophisticated gra-

dient based algorithms can be used, as compared to the generally less sophisticated

direct search algorithms. However, care must be taken in applying optimization

algorithms such as quasi-Newton algorithms, which were theoreticallydeveloped

assuming the use of analytic gradients,with numerical approximations of the gra-

dient [5.5-5.7].

The gradient at a given point can be calculated (approximated) numerically by

using the the forward difference formula,

f(x l,x2, . . . , x i + Ax i, . . . , x n) - f(x 1,x2 .... , x i, . . . , x n)
(5.1)gi =

Axi

Ax i represents a small offset in the ith component of the vector of decision vari-

ables. Equation 5.1 provides the ith component of the gradient. The above calcu-

lation is repeated for each component of the vector of decision variables. Hence, n

objective evaluations arc required to determine the gradient using the forward

difference formula.

In optimization problems, roundoff error is usually the primary concern when

deciding on Ax i [5.5]. Assuming absolute accuracy, as Ax i goes to zero, the for-

ward difference approximation approaches the true gradient. For this reason, it is

desirable to make Ax i as small as possible. However, extra care must bc taken in

the selection of Ax i when the objective function is a complicated numerical pro-

tess. For instance, the calculation of efficiency in SCAP1D requires the use of two

57



iterative algorithms (Newton-iterationand the maximization of power as a function

of voltage) whose convergence may obscure the true results of equation 5.1 for

small offsets (e.g., see figure 4.4). It is necessary to make Ax i large enough to

insure that the forward difference formula is not affected by such considerations.

In general, Ax i is determined by the numerical processes used in the simulation. It

represents the accuracy in the decision variables that can be reflected in the objec-

tive function. This can be determined by an analysis similar to the one used to

generate figures 4.4 and 4.5. _x i is calculated as a percentage (input to the code)

of the current value of x i. If the absolute magnitude of x i becomes too small; an

absolute, rather than a percentage, offset is used.

A major difficulty with the forward difference approximation of the derivative

is that it may suggest a direction that is not a direction of descent. Figure 5.1

illustrates this case. The figure only represents one component of a n dimensional

problem. By incorrectly calculating one component of the gradient, it is possible

that the direction defined and/or the steepest descent direction may not truly be

directions of descent. For example, this is particularly likely to occur when the

surface of the objective function has a steep sided valley. The algorithm will halt

if the line search subproblem fails to make progress in the direction of search.

This may occur far from the true optimum of the n dimensional problem, and the

objective may be significantly greater at.the point where the algorithm halted. This

situation is more likely to occur if one is forced to use fairly large offsets to avoid

the numerical problems associated with objectives that are the result of complex

computational processes (e.g., computer simulations). The only way to detect such

an error is to use the central difference approximation of the gradient.

f(xl,x 2, . . . , xi + _bXi, . . . , Xn) -- f(x 1,x 2, • . . , Xi -- Axi, • . . , Xn)
(5.2)

gi = 2 AXi

The central difference formula is modified so that gi is set to zero if both offsets

fail to improve the objective. Figure 5.2 shows a function that would give an

erroneous direction of descent using the central difference formula without the

above modification. When using this formula, the offset should be chosen to

reflectthe desired accuracy in the decisionvariables.

The disadvantage of the modified centraldifferenceformula is that itrequires

two objective evaluations,as opposed to one for the forward difference formula.

Therefore, itisdesirableto take centraldifferencesonly when absolutely necessary.

Several options are given in the code ranging from always using forward

differences to always using centraldifferencesto approximate the components of

the gradient. The most useful option for numcricaUy intensive simulations uses
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forward differences until the program is halted due to failure of the one dimen-

sional subproblem to improve the objective function (if this occurs). Any of the

decision variables which did not improve the objective function when offset in the

forward direction arc then offset in the backward direction. The existing gradient

and the backward difference arc used to calculate the modified central difference.

This either results in the numerical gradient being set equal to zero, or a true direc-

tion of descent being defined.

Offsets in n linear independent directions are required to solve for the n com-

ponents of the gradient using equation 5.1 . The n directions chosen arc usually

the component directions, but this is not necessary. This fact can be used to save

one of the objective function evaluations needed to calculate the gradient. In

finding the minimum along a direction of search, polynomial approximations arc

used to approximate the objective function along the search direction and locate the

minimum. After a point has been accepted (i.e., one dimensional search is com-

pleted) another polynomial approximation is made that includes the accepted

minimum point. The gradient of the polynomial approximation is calculated at the

accepted minimum to the line search and used as the directional derivative at that

point. Certain conditions can be used to assure the accuracy of the approximation

of the directional derivative (e.g., distance of nearest point along search direction

and magnitude of the approximation). If the conditions arc met, the component of

the search direction of greatest absolute value is not offset. The components of the

gradient in the other directions are solved for as usual and used with the approxi-

mation of the directional derivative to calculate the remaining gradient component.

If forward differences are in use, this saves one objective evaluation each iteration.

If n is small, a significant savings in the number of objective function evaluations

needed to complete the optimization can result.

5.3 Constraints

Once the gradient has bccn solved for, the direction of search must be calcu-

lated. The method used to solve for the search direction, which has already been

presented in section 2.3, uses the BFGS update of the inverse Hessian approxima-

tion. Once the direction has been defined, it is necessary to insure that the direc-

tion is feasible (satisfies the constraints) and that the minimization along that line

remains feasible. The only constraints in problems P1 and 1'2 are simple bounds

on the decision variables and linear constraints. The upper and lower bounds are

handled by limiting the step size to insure the one dimensional search along the

search direction remains feasible. If any upper or lower bounds are active and the

search direction would cause the bound(s) to be violated, those component(s) of the

search direction arc set to zero.
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Linear constraints are handled by reducing the search direction (-Hg) (see

[5.8]) and/or limiting the step size to maintain feasibility. The direction of search

is reduced only if one of the linear inequalities is tight, so as not to disrupt the

convergence properties of the quasi-Newton directions [5.9]. Linear equality con-

straints should be handled by solving for one of the variables in the constraint in

terms of the other variablesin the constraint,hence eliminating one of the variables

and the constraintfrom the optimization. In general, models do not require the use

of equality constraintsto simulate a feasible design, unless such constraintscan be

easilyhandled.

5.4 The One Dimensional Optimization Routine

Once a feasible direction has been defined and a maximum feasible step size

set (may be infinite), it is possible to solve the one dimensional subproblem. As

can be seen from figure2.1, the one dimensional optimization routine (henceforth

referred to as the line search routine) is a very important component of the optimi-

zation code. During the course of an n-dimensional optimization, itis generally

necessary to execute the line search routine many times. Therefore, considerable

effortwas made todevelop the most efficientcode possible.

The problem statement to be solved by the linesearch is,

minimize f( x + ct d ) (5.3)

The line search routine is provided with the search direction (d) and the directional

derivative. This makes the application considerably differentthan the one dimen-

sional routine described in section 4.2 for which a direction of improvement could

not be assumed (ctcan be positiveor negative).

The line search routine searches in the given direction until it satisfiesthe

convergence criteria.The convergence criteriaused in line search routines vary

widely depending on the application. For the appLication being discussed, itis not

of interestto solve the one dimensional subproblem exactly. To do so may require

an excessive number of function evaluations, and the n-dimensional optimization

may stillbe far from the region of the true minimum. For the routine described in

section 4.2, it was necessary to solve the one dimensional problem with a high

degree of accuracy, since there was only one dimension.

The routine used to solve the one dimensional subproblcm given in equation

5.3 is based on restrictedpolynomial approximation. All the step sizes arc calcu-

lated based on a polynomial approximation of the objective function along the line

of search. The step size that minimizes the polynomial approximation is either
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accepted or restricted by upper and lower bounds. No effort is made exclusively to

reduce the interval of uncertainty for the minimum, and the convergence criterion

is not based on a desired bracket of the best step size. Rather, at any step the best

possible estimate of the minimum along the search direction is used and incor-

porated into the approximation, or the line search is terminated.

Figure 5.3 shows the logic of the line search routine. The initial estimate of

the step size, a l, is the smaller of the natural quasi-Newton step size (IHgl), the

optimal step size from the previous line search, the maximum feasible step size, or

a limit that is input by the user. The value of the objective function, f0, and the

directional derivadve, f0, are known at the starting point of the search. The initial

point of the search is associated with a step size a o = 0. Once the objective is

evaluated at the initial step size, fl; it is possible to form a quadratic approximation

(threeconditions for the three coefficientsof a scalarquadratic).

c2 a 2 + cI ¢z+ Co= f(_)

C2 IX? + C I (XI + CO = fl

Co----f0

Cl----f 0

(5.4)

The coefficient c2 is solved for, and the minimum of the quadratic is calculated by

solving the necessary conditions (gradient = 0), a 2 = -ci/2c 2. The value of a2 is

either accepted as the next step size, a restricted value is used, or convergence is

detected. The restriction on the value of o_2 takes the form,

13_cq< o% _<132oq , (5.5)

where the values of 131 and 132 are different if the polynomial approximation is used

for an interpolation or an extrapolation.

The objective value f2, which is associated with o_2, is included in a cubic

polynomial approximation.

c3@ + c2cd+ cI_ + c0= f(_)

C3 ¢223 +C 2 (X22 +C I O_2 + Co-f 2

c3 + + ci + Co=fl

c0=f 0

Cl-f 0

(5.6)
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Calculate the objective function for the initial step size

Solve for the minimum of the quadratic approximation,

Restrict or detect convergence.

(5.5).

Solve for the minimum of the cubic approximation (5.7) Restrict

or detect convergence.

If interpolation and initial step still in approximation

Solve for the minimum of the 4th order approximation (5.9)

Restrict or detect convergence. Else,

Solve for the minimum of the cubic approximation (5.11) Res-

wict or detect convergence.

fig. 5.3 Overview of Line Search Algorithm
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From the above system of equations,itis possible to solve for the coefficientsof

the cubic approximation. The necessary conditions for a minimum of the cubic

approximation resultin a quadratic equation,

3 c3 o_2+ 2 c2 o_+ cI = 0 (5.7)

The ambiguity of which root of the quadraticto use is cleared up by using the gen-

eral form of the solution in the derivativeof equation 5.7 and requiring itto bc

positive (e.g.,the minimum isalways associated with a positivesecond derivative).

This condition implies thatthe root associated with adding the radical in the qua-

draticequation always represents the minimum of the cubic approximation. The

value of cx3 (determined from equation 5.7, but rather messy to write down) is

eitheraccepted as the next step size,a restrictedvalue is used, or the problem is

considered completed.

The logic of the routine now depends on whether a bracket has been found

around the optimal step size. If a bracket has (not) been found, the polynomial

approximation will be used for an inmrpolation (extrapolation).

The case of an interpolationisconsidered first.For an interpolation,the order

of the polynomial approximation increasesto degree four.

c4a4+ c3od + c2a2 + clo_+ Co= f(cO

c, +c3 +c2 + +co=f3

C40_+C30 _+c20 _+c I Ob2+Co=f2

C4 Ct:+C 3 _?+ C2 (l.? + C 10_ 1 + C0= fl

c0=f0

Cl--f 0

(5.8)

The above equations can be used to solve for the coefficients of the fourth order

polynomial that approximates the objective function along the line. The necessary

condition is now the cubic,

4 c4 ct3 + 3 c 3 ct2 + 2 c 2 o_+ ct = 0 (5.9)

The root is found for this equation by starting a Newton-Raphson iteration from the

current best point. This requires very little computational effort, and convergence

usually occurs after a few iterations. The value of the minimizing step size calcu-

lated from equation 5.9 (oc4) is either accepted, restricted, or convergence is

detected.
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In the case of an extrapolation, a cubic polynomial approximation, which is

based on the objective at four points, is used.

c3 a3 + ¢2 ¢x2 + cl ¢z + co = f(cz) (5.10)

c3=t + c2_32+ c, _3 + co= f3

c3=3 +c2 _ +cl _ + co= f2

c3=_+ c: =_+ cl =l + c0= fl

Comf 0

The coefficients of the cubic polynomial that approximates the objective along the

line can be solved for using the above equations. The solution for the minimum is

based on equation 5.7. The root associated with adding the radical in the qua-

dratic formula is associated with the minimum of the cubic approximation.

The best four points are always retained and any further polynomial approxi-

mations are based on these points. If the initial point is no longer one of the best

four, one condition (the directional derivative) is lost so that for any further

approximations the conditions in the set of equations 5.10 are used. All the step

sizes are translated so that the least value of the four retained step sizes is zero.

The formula used to solve for the optimum step size for each of the above

polynomial approximations is explicitly coded into the program. This was done by

solving each of the linear systems of equations (5.4, 5.6, 5.8, and 5.10) for the

coefficients as a function of the step sizes (cz's) and the function values (f's). The

optimal step size is expressed as a function of the coefficients of the approximating

polynomial. The increase in the computational effort required by the higher order

approximations is insignificant, particularly for the application being considered in

this work, and results in higher accuracy.

The convergence of the line search routine occurs in one of three ways. 1)

The accepted step size may be within a tolerance, input by the user, of the current

accepted minimum along the line. This implies that the new polynomial approxi-

mation did not change significantly. Hence, it is assumed that no significant pro-

gress can be made and the line search is terminated. 2) A limit is input on the

number of successful interpolations after the minimum is bracketed. If this limit is

reached, the line search is terminated. 3) A limit is input on the number of unsuc-

cessful interpolations after the minimum has been bracketed. If this Limit is

reached, the line search is terminated. The above convergence criteria result in an

inexact line search.
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The standard practice of doubling the step size until the minimum is bracketed

and reducing the step size by one half until the objective is improved is not used.

This method can lead to line searches that require excessive objective evaluations

for the application being considered and is too dependent on the quality of the ini-

tial step size used. The method described above is more tolerant of poor initial

step sizes and rarely takes more than four objective evaluations to converge (usu-

ally less).

The restricted extrapolation makes it easy to allow the user to control the

magnitude of the change in the decision variables allowed at any single step. By

making the restrictions functions of the magnitude of the step size, the next step

size can be defined to be 100 times the current step size without causing conver-

gence problems (in SCAP1D). Or, if the step size is large, the increase can

proceed at a slower pace (e.g., 1.S times the step size).

5.5 Convergence Criteria

The convergence of the optimization can occur in several ways. A direction

of search may be defined, but the line search may fail to improve the objective

function. Failure of the search direction is detected when a user input lower limit

(ex) on the step size is reached while interpolating along the line of search for a

point of improvement. If this occurs, attempts are made to define a direction of

descent. The search direction is checked to see if it is the direction of steepest

descent (reduced and feasible). If not, the objective is calculated along the steepest

descent direction at the step size e x. If this fails to improve the objective and the

forward difference formula was used to calculate the gradient, the modified central

difference formula is calculated using the existing forward difference and a back-

ward difference calculation. If the directional derivative along the last line search

was used, the component of the gradient approximated is calculated using the

modified central difference formula. There arc then three possibilities. 1) The

numerical approximation of the gradient has a magnitude of zero (all components

zero because all offsets failed to improve the objective function), and execution is

halted. Else, a function evaluation is made at the step size _x in the direction of

descent specified by the modified central difference approximation to the gradient.

2) If the objective improves, the line search is completed and execution continues.

3) If the objective fails to improve, execution is halted. This last situation should

not occur. If it does, the user should check the offsets being used to calculate the

gradient and/or the numerical properties of the objective function (e.g., conver-

gence tolerance of iterative algorithms used in the calculation of the objective, con-

vexity, etc.).
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The optimization code has been designed so that it can optimize a function

like that shown in figure 4.4. By choosing the gradient offset and the input Ex

correcdy, the optimization will only consider decision variables that are far enough

apart to disguise the local nonconvexity (sawtooth nature) of the objective. This is

important for the intended application because for some simulations it may not be

possible to get a smooth (locally convex) objective function, due to the complexity

of the numerical process and/or convergence tolerances of iterative algorithms used

to calculate the objective function.

There are also convergence criteria for the change in the objective and the

change in the decision variables. If the objective function changes by less then _f

for imx consecutive iterations, execution is halted. If all the decision variables

change by less than _x for ima x consecutive iterations, execution is halted. The

values el, cx, and imax are all user inputs.

There is also a convergence criterion for the magnitude of the gradient (eg).

Experience has shown that when calculating the gradient numerically the use of eg

can result in prematurely halting the optimization. Also, the use of the modified

central difference formula insures that once no improvement can be made from a

given point the magnitude of the gradient will be set to zero. Therefore, when

numerical gradients are used it is advisable to set eg very tight.

$.6 Presealing the Decision Variables

There are numerous examples of how the scaling of the decision variables

affects the convergence of nonlinear optimization algorithms. If it is known a

priori that the objective function is more sensitive to certain variables, those vari-

ables should be appropriately scaled to improve the convergence properties of the

optimization. This information is not always known prior to execution of the

optimization code. However, for many simulations favorable scaling factors can be

defined by examination of the physics of the system modeled and the units (or

magnitudes) of the decision variables. In general, a model will be optimized for

several different cases defined by variables that are not included in the optimiza-

tion. Hence, the results of previous runs can be used to arrive at scaling factors for

the decision variables. The code has an optional input vector that can be used to

scale the variables. Assuming lower and upper bounds on a variable, the range of

the variable is reduced by the scaling vector. In equation 5.1, the values of f do

not change while the value of Ax i is reduced by the scaling factor, hence multiply-

ing that component of the gradient by the scaling factor.
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5.7 Summary

The iterative processes required to calculate the cell efficiency are dependent

on the quality of the initial estimate provided. This makes it desirable to use a

code which makes use of numerical approximations to the gradient. The routine

used to calculate the numerical approximation of the gradient has been designed to

reduce the number of function calls required and improve the reliability of the

code.

The quasi-Newton condition is used to approximate the inverse Hessian so

that second order information can be used in defining the direction of search. Sim-

ple bounds and linear constraints are implemented in a manner that maintains the

convergence properties of the quasi-Newton directions.

The one dimensional optimization routine for the line search problem uses

restricted polynomial interpolation and extrapolation. The code is very efficient, is

less sensitive than standard methods to the quality of the initial step size, and

allows the user some control over the magnitude of the change in the decision vari-

ables during the one dimensional search (so that prior objective evaluations remain

good estimates to the next objective evaluation). Prior scaling of the decision vari-

ables is included.
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6 Results

In this chapter, some optimization results will be given for the problem state-

ment given in section 2.1 and repeated below for convenience.

maximize eff( D0, Xf, D B, X b, D L, X L )

Subject to the following constraints:

14 < log D o g 20.6

14 _< logD B < 20.6

14 <_ IogD L < 20.6

0.1 < Xf __ 10.0

0.2 _ X b < 50.0

I0.0 _ X L _< 300.0

0.0 < logD L-logD B

0.0 _ X L-xf-x b

eft = efficiency %

D o = net front surface doping concentration

D B = net bulk doping concentration

D L = net back surface doping concentration

Xf = Front junction depth grn

Xb = Back junction depth gm

X L = Cell thickness gm

This formulation uses the complementary

profile (see figure 2. l).

[P atoms - B atoms]/cm 3

[B atoms - P atoms]/cm 3

[B atoms - P atoms]/cm 3

error function model for the

(P1)

doping
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Nonlinear optimization algorithms converge in an iterative fashion to a solu-

tion. Models (e.g., SCAPID) will inevitably will have inaccuracies when com-

pared to the actual physical device. This suggest that nothing is to be gained by

enforcing exceedingly strict convergence criteria on a model that is at best an

approximation. The manner in which the results are used, however, can also affect

the choice of the convergence criteria. It should be possible to compare the results

of several related optimizations without the comparison being affected by the con-

vergence criteria. Due to this factor, tight convergence criteria are used, and the

results are reported to high accuracy. Despite this fact, the convergence tolerance

may affect the comparison of sonic closely related runs.

Nonlinear optimization algorithms will find only a local extremum (in this

problem a maximum) of the objective function. The local maximum may or may

not be the global maximum. If certain conditions, pseudo-concavity, hold over the

feasible region, then the local maximum will be the global maximum. For general

functions, however, such conditions are impossible to establish. No methods exist

which can guarant_ finding the global maximum for a general function. The con-

cavity of the efficiency surface for a given solar cell design problem, as defined by

the technology variables, cannot be established. A sensitivity analysis is used to

insure that the solutions found are globally optimal. Solving the optimization for

different values of the technology variables also helps to insure the maximums con-

verged to are global.

Due to the volume of results to be presented, the point where the optimization

was initiated from will not be presented. A large difference from the initial

efficiency to the final efficiency will only result if there is very little knowledge of

the effects of the decision variables. The optimizations can be purposefully stared

from points with very low efficiency to show large improvements in the efficiency.

This was done in the early stages of analysis to insure that the problem was con-

cave over reasonably large regions and the code was robust.

It is desirable to start an optimization from the best estimate available as this

will tend to decrease the number of function evaluations and the cpu time required

to complete the optimization. When doing a series of related optimizations, the

optimal solution from a completed optimization usually provides the best estimate

for the next optimization to be performed.

Efficiency is shown in problem PI to be a function of the decision variables

only. Efficiency is, however, a function of other inputs to SCAPID that are not

included in the optimization. The illumination (I00 mW/cm 3 AMI.S) and the tem-

perature (28 degrees C) are held constant in accordance with the standard condi-

tions presented in [3.2S]. The contact and grid resistance are taken as zero (negli-

gible). Shadowing and reflection are assumed to reduce the generation rate by 7%.
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It is important to nora the shadowing and reflection factor, since its value is not

standard in the reporting of results in the general literature. The results presented

may be linearly converted to different shadowing factors; 23% efficiency at 7%

shadowing and reflection is --- 24.73% efficiency with no shadowing and reflection.

The relationship is not exactly linear due to variations in efficiency with concentra-

tion.

The physics of solar cells assures that efficiency is a monotonic function of

some variables (e.g., the technology variables 'rp0, y,ao, Sf, and Sb). Such variables

would only go to their more favorable bound if included in an optimization as

decision variables. The technology variables are of interest because they can be

used to represent different levels of technology and/or fabrication processes. By

solving optimizations at different values of the technology variables, it is possible

to determine their effect on the optimal efficiency and the associated optimal values

of the decision variables. This information is valuable for evaluating the benefit of

extra processing steps (e.g., surface passivation) and evaluating the likely benefits

of technological advances (e.g., higher quality substrate).

To fully investigate the design of silicon solar cells a number of optimizations

had to be solved. The main inputs to SCAPID and the methods used to include

them in the analysis are summarized in table 6.1 (all tables and figures for this

chapter are in appendix B). Results are presented in this chapter for six different

cases, which are defined by specifying the inputs Sf, S b, and "ra0 (_p0 = I/2 "ra0). In

addition, each case considers the effects of other design variables not easily incor-

porated into the optimization (e.g., back surface reflector). The interpretations of

the results are valid only for the case being discussed, and the reader must be cog-

nizam of all the inputs to SCAPID.

For each case, problem PI is solved by simultaneously optimizing all the

decision variables. A sensitivity analysis is then performed on the optimal solution

to determine the effect of using nonoptimal values of the design variables. One

method used is to vary one variable while re-optimizing the others. This is

equivalent to solving PI with one of the decision variables held fixed (at a nonop-

ritual value for PI). A second method of sensitivity analysis is to vary one vari-

able while holding the others fixed at the optimal values associated with problem

PI.

The effects of the technology variables are further investigated by parametri-

cally varying them and re-solving the optimization problem. The results are

presented as graphs of efficiency versus minority carrier lifetime and contour plots

of efficiency as a function of front and back effective surface recombination veloci-

ties.
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The analysispresentedin thissectionexemplifiesthe usefulnessof using

optimizationtechniquesin conjunctionwith a model. Itwould be impossibleto do

such an analysisusing heuristicmethods to determinethe bestdesign. Using such

methods one optimizationcan be verytime consuming. Also,the inexactnatureof

heuristicmethods would cloud thecomparisonsof relatedruns.

6.1 Case 1

For the fast case to be investigated the technology variables were taken as zn0

= 2 ms, Sf = 100 cm/s, and Sb = 100 cm/s. The minority can, let lifetime for holes,

Xpo, is taken as half the value for electrons. This represents a cell manufactured

from an excellent subswate (may not be currently achievable) with very good sur-

face passivation. A perfect back surface reflector was assumed (R b = 1.0). Hence,

the optical length of the cell is two times the cell thickness. The back surface

reflectance represents another variable that should not be included in the optimiza-

tion as a decision variable (obviously complete reflectance will always be optimal).

Table 6.2 (all tables and figures for this chapter are in appendix B) displays

the design that results from solving problem P1. In all the tables to follow, the

entry corresponding to table 6.2 will be printed in bold type, as it will form the

base line for the sensitivity analysis.

The high sheet resistance of the emitter results because lateral resistance is not

included in SCAP1D. This clearly illustrates how an optimization will bring out

the weaknesses of a model. For instance, a model which did not include heavy

doping effects would result in high doping concentrations being optimal. This is

why it is necessary to incorporate the most accurate model possible in an optimiza-

tion study. The objectionably high sheet resistance will be addressed later in this

section.

Tables 6.3-6.10 display the results of all the optimizations done to complete

the sensitivity analysis for case 1. The table headings are as follows:

eft = efficiency (%)

Vo¢ = open circuitvoltage(mV)

Vmp = maximum power voltage(mV)
Jsc= shortcircuitcurrentdensity(mA/cm 2)

ff= fillfactor([eftx 1000]/[Voex J_)

Ceff = collectionefficiency(% of thegeneratedcarriersthatarccollected)

_bulk= minoritycarrierlifetimein thebulk (Its)

L a = diffusionlengthin thebulk (Itm)

X L = cellthickness(l.tm)

Xf = frontjunctiondepth (l.tm)
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X b = back junction depth (l.tm)
log D O = log of the net front surface doping concentration ([P atoms - B

atoms]/cm 3)

log D B = log of the net bulk doping concentration ([B atoms - P atoms]/cm 3)

log D L -- log of the net back surface doping concentration ([B atoms - P

atoms]Icm 3)

Opl = multiplicative factor that relates X L to the optical path length (e.g., a perfect

back surface reflector implies Opt = 2).

The bulk minority carrier lifetime and diffusion length are calculated using

equations 3.17 (xbtax = x,) and 3.21 r_pectively. In the code, these parameters are

actually a function of the electron and hole concentrations. Therefore, the values

that appear in the tables will be accurate as long as the bulk of the device is in low

injection (i.e., the majority carrier concentration is approximately equal to the dope

ing concentration). The low injection assumption is explained in detail in section

3.2. Low injection in the bulk of the device is usually a valid assumption for the

incident illumination used in this work (AMI.S at a concentration of 1.2022, I00

mWlcm2), and the actual values of %utk and Ld wiU only be slightly less than those

that appear in the tables. However, certain designs may result in high injection in

the bulk of the device even at an incident power level of 100 mW/cm 2, and these

cases will be pointed out.

In solving problem PI, the lower bound on the back junction depth could not

be set to zero or a solution may have resulted that had a back surface field (D B <

D L) with a junction depth that was impractically thin. Therefore, the constraint

D L -D B > 0 was used to allow the possibility of no back surface field. If the

optimization converges to a design that includes a BSF, the question still remains

as to the quantitative improvement that the back surface field provides. This is

answered by solving the following optimization problem,

Maximize Eff( D o, Xf, D B, X L ) (P2)

Subject to the following constraints:

14 < D O < 20.6

14 < D B < 20.6

0.I < Xf < I0.0

I0.0 < X L < 300.0

0.0 < X L - Xf
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Table 6.3 shows the results of optimizations for a cell with a back surface

field (BSF), with and without a back surface reflector (no BSR, Opl = 1); and a cell

without a BSF (referred to as a conventional or CV cell), with and without a BSR.

Both the BSF and the BSR can only be treated as on/off design decisions (either

included or not).

For this case, the cumulative effect of the BSF and BSR resulted in an abso-

lute improvement in efficiency of 1.1% (4.6% improvement). Because efficiency is

expressed as a percentage, differences in efficiency will be reported first in absolute

terms and then parenthetically in percent difference to avoid confusion. Without

re-optimizing for each case, it is dubious if the true difference in performance

could be found. Not surprisingly, removal of the BSR results in the cell thickness

going to the upper bound of 300 _ to increase the absorption of the lower energy

photons. Elimination of the BSF results in higher doping in the bulk of the device

(a lower base resistivity). With the increase in bulk doping, the bulk lifetime and

diffusion length both deteriorate. In this case, because of the lower bulk doping

used in the optimized BSF design, the integrated base doping is lower in the BSF

cell. Hence, the BSF results in higher Voc due to decreased bulk and back surface

recombination. Also, the BSF results in slightly higher Jsc due to better collection

efficiency, which is a result of lower bulk doping. Together, these two effects

result in an improved cell efficiency.

The conclusion is that a BSF provides a reasonable increase in performance,

despite the excellent back surface passivation that is being modeled in this case.

The BSF is beneficial because the high lifetime results in a very long diffusion

length. The sensitivity to surface recombination is very closely related to the qual-

ity of the substrate (see section 6.7), and the high quality substrate in this case

results in an improvement with a BSF even for a well passivated back surface.

A sensitivity analysis was completed for each decision variable in problem P1

(the two methods used are described at the beginning of this section). The first

decision variable to be investigated was cell thickness. Table 6.4 and figure 6.1

display the results of solving problem P1, but holding the cell thickness fixed.

Also, problem P2 was re-optimized at different values of the cell thickness. This

allowed a comparison between cells with and without a BSF at a variety of values

of the cell thickness. The results are displayed in figures 6.1 and 6.2 and table

6.5.

The beneficial effect of the BSF is relatively constant from 10 I.tm to 500 I_m

with a slight peak at 50 I.tm. An absolute difference in efficiency of 0.44% (2.0%

difference) remains all the way out to 500 I.tm. Thicker cells with a BSF are supe-

rior to CV cells of the same thickness primarily due to the lower bulk doping,

74



which results in a higher collection efficiency, that can be used in a BSF ceil By

contrast, the thinner cells with a BSF are superior to CV cells of the same thick-

ness primarily due to higher Vc¢. This is very quickly observed by comparing the

Cef f and Voc columns in tables 6.4 and 6.5.

The cell thickness is a relatively insensitive variable for both BSF and CV

cells at thicknesses _. 100 _-n, which agrees with the conclusions of Lin [1.3]. In

fact, the lack of change in the re-optimized values (with BSF) suggests that a

parametric analysis should be accurate in observing this trend.

As mentioned above, no definite trend exists in the re-optimized values of the

doping concentrations in table 6.4 (with a BSF). Since nonlinear optimization is an

iterative process, an optimization cannot be guaranteed to result in the exact

optimal values for even a local optimum point. The optimization often halts due to

a lack of improvement in the objective function. This only suggests a region has

been found where very little progress is being made toward further increasing the

efficiency, not necessarily that the decision variables arc at their exact optimal

values. For a series of related runs, the best interpretations can be made if the

differences between the solutions are significant and consistent enough that they

can not be explained by convergence tolerances. Therefore, no comment or graphs

will be made on changes in the optimal values of the decision variables unless the

above criteria are met.

The exponential absorption of the suns energy is the predominate reason that

the very thin cells (10 to 25 microns) do so well. In fact, the very thin ceils have

excellent performance except for the short circuit current. The thinner cells have

better Voc, fill factor, and Ccf f in both BSF and CV cells.

Figure 6.2 displays the optimal value of bulk doping as the cell thickness is

varied for a CV cell. As the cell thickness is increased, the bulk doping decreases.

Table 6.6 and the solid line in figure 6.3 display the solution to problem P1

with the front junction depth held fixed while the other variables are re-optimized.

The dotted line in figure 6.3 represents the efficiency that results if the other deci-

sion variables are fixed at the optimal values associated with a front junction depth

of 0.I ixm (bold entry in table 6.6) while varying the front junction depth. Figure

6.4 displays the optimal value of the front surface doping concentration for the re-

optimized solution. It is important to re-optimize the front surface doping concen-

tration when varying the front junction depth. Simply changing the junction depth

without changing the front surface doping concentration is not a valid comparison.

The effect of lowering the bound on the junction depth below 0.1 I.tm is shown to

be minimal.
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The re-optimized values of the other design variables suggests that in this case

the design of the BSF appears independent of the changes in the front junction

depth (i.e., X b and D L do not change). The cell thickness does show small

changes. Increasing the junction depth results in a larger value of cell thickness

being optimal, and this probably leads to the very slight changes that occur in the

bulk doping.

Because SCAP1D is a one dimensional code, it does not include the effects of

lateral resistance. The optimality in a real cell with a front junction depth of 0.1

_tm is suspect if coupled with front surface doping concentrations below 102°. The

sensitivity analysis of Xf implies that the lateral resistance can be decreased by

increasing Xf without significantly affecting efficiency. Although increasing Xf

leads to a lower optimal value for the front surface doping concentration, the

lateral resistance still decreases.

Table 6.7 and figures 6.5 and 6.6 illustrate the solution to problem P1 with the

back junction depth held fixed. The obvious trend is in the value of the optimized

back surface concentration. The optimal value of D L decreases as the optimization

is re-solved at an increased value of the junction depth (figure 6.6). The trends are

similar to those observed for front junction depth, but the relative effect on the

efficiency is less. Decreasing the lower bound on the back junction depth results

in stronger fields near the back surface and a smaller region (though more heavily

doped) of the device subject to heavy doping effects, both of which combine to

result in a slightly higher Voc (and efficiency).

The cell thickness, which increases slightly as X b is increased, is the only

other design variable to show any change in the re-optimization. The sensitivity

analysis of Xf and X b suggests that the sensitivity analysis could have been

achieved by re-optimizing,D O and D L respectively.

Table 6.8 and figures 6.7 and 6.8 display the results of the sensitivity analysis

for front surface doping concentration. Each point on the graph represents a dou-

bling of the optimal value of the front surface doping concentration The far left

point is 1/8 the optimal doping concentration, and the far right point is eight times

the optimal doping concentration. The fixed and re-optimized cell designs are

represented by the same point in the middle of the graph (i.e., front surface doping

concentration is equal to the optimal value). Therefore, variation between the solid

and dashed line in figure 6.7 can only occur on either end.

There is very little difference between the efficiencies if the other decision

variables are fixed or re-optimized. The re-optimized value of the cell thickness is

shown in figure 6.8. If the front surface doping concentration is increased above

the optimal value, the cell thickness is increased. If the front surface doping is too
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low, the front surface becomes a more effective recombination center due to the

weaker folds and higher minority carrierdiffusivityassociated with a lower front

surface doping. Therefore, the cellthickness is again increased. More wiU be said

about how the optimization uses cell thickness to isolaterecombination centers near

the surfaces when the recombination velocitiesarc investigated (section 6.8). The

bulk doping concentration decreases as the cell thickness increases reflecting the

increased importance of bulk recombination in thicker cells.

The results here arc in good agreement with the conclusions of Wolfe [1.1],

who argued that the beneficial effects of good front surface passivation may bc

negated by heavy doping effects in the emitter. With good surface passivation, the

detrimental effects of heavy doping in the emitter are seen in the steep drop off in

efficiency in figure 6.7. The heavy doping effects in the emitter result in a rapid

decrease in Voc. Also, it should be noted that this is at a very thin junction depth

(0.1 _.m). For a constant profile, a deeper junction would result in a larger region

under the influence of heavy doping (hence a more rapid decrease in efficiency as

the front surface doping is raised beyond its optimal value). The sensitivity

analysis suggests that it is better to dope too low than too high, and there is little

that can be done in the re-optimization to avoid the effects of using nonopdmal

front surface doping.

There arc two other points of interest: 1) While increasing the front junction

depth and holding it fixed resulted in a lower value for the optimal front surface

doping concentration, the reverse situation is not true. The front junction depth

remains at the lower bound as the front surface doping concentration is decreased

and held fixed. 2) The optimal value of D o results in the highest value of Vo¢ in

the sensitivity analysis. The same situations exist with respect to the back junction

depth,and the back surface doping concentration.

Table 6.9 and figures 6.9 and 6.10 show the results of the sensitivity analysis

for bulk doping. The scale for efficiency in figure 6.9 is much coarser than in

figure 6.7, reflecting the fact that in this case bulk doping is a more sensitive vari-

able than front surface doping. The maximum cell thickness in figure 6.10 is asso-

ciated with the optimal bulk doping.

The re-optimization results in much thinner cells when the bulk doping is

greater than the optimal value. This is primarily to offset the increased bulk

recombination that would result at the higher doping concentrations. As a result,

Vo¢ does not deteriorate dramatically, but the decrease in cell thickness results in a

decrease in the short circuit current.

When the bulk doping is decreased from the optimal value, the cell thickness

decreases again in response to the increasing series resistance. The increase in
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series resistance is due to a loss of base conductivity modulation [6.1]. Although

thinner cells with lower bulk doping result in a cell with higher Vo¢, the rapid fall

off in the fill factor due to high series resistance results in a cell of lower

efficiency.

Table 6.10 and figures 6.11 and 6.12 show the results of the sensitivity

analysis for back surface doping concentration. The trends are very similar to

those for front surface doping concentration. In the re-optimization, the cell thick-

ness is increased to isolate the generated carriers from the recombination that

occurs near the back surface. When a back surface doping concentration greater

than the optimal value is used, the increased Auger recombination results in a

decrease in Vo¢. At the same time, the re-optimization results in a thicker cell

with lower bulk doping, which results in a slight increase in Jse.

When a back surface doping concentration less than the optimal value is used,

the cell thickness again increases to isolate the carriers generated from the more

effective recombination center, which is due to weaker electric fields and higher

minority carrier diffusivity, at the back surface. The cell efficiency is considerably

less sensitive to using a nonoptimal value of D L than D 0. However, the same

arguments made by Wolf about the front surface hold for the back surface (i.e., the

effects of better surface passivation are negated if the surface doping concentration

is too high), as suggested by Weaver [1.5]. The increasing negative slope in figure

6.11 suggest that doping more than eight times the optimal value would seriously

affect cell performance. Once again, it is better to dope too low than too high.

6.2 Case 2

For the second case to be investigated, the technology variables were taken as

xa0 = 1 ms, S t = 1,000 era/s, and Sb = 1,000 crn/s. The minority carder lifetime

for holes, Xvo, is taken as half the value for electrons. This represents a cell

manufactured from an excellent substrate and with good surface passivation. The

lifetime of 1 ms has been reported for substrates manufactured using the float-zone

(FZ) process.

The results for the solution to problem P1 are given in table 6.11. Tables

6.12-6.19 and figures 6.13-6.23 present the sensitivity analysis in the same fashion

as for case 1. Most off the trends are the same qualitatively, but not quantitatively.

For instance, the increase in surface recombination velocities results in several

quantitative changes. The discussion will be limited to avoid repetition.

One result of the increase in back surface recombination velocity is that BSF

cells do considerably better than CV ceils. The best BSF cell has absolute increase

in efficiency of 1.15% (5.57% improvement) over the best CV cell if the upper
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bound of 300 gm on Xu is observed. The increase is primarily due to better col-

lection efficiency in the cell with a BSF, as the increase in Vo¢ is only about 6 mV.

The use of a BSF allows a lower value of bulk doping to be used. The lower

value of D B results in higher Calf and Js¢ due to better minority carrier lifetime and

diffusion length. The maximum difference in efficiency for BSF and CV ceils of

the same cell thickness occurs at I00 gm. Unlike the first case, there is a

significant variation in the benefit of a BSF with cell thickness.

In figure 6.14, decreasing cell thickness with a BSF and re-optimizing leads to

a reduction in bulk doping concentration (i.e., a higher resistivity base). This is

opposite the trend observed without a BSF. The combined effects of the BSF and

the BSR result in an absolute increase in efficiency of 1.49% (7.3% improvement).

This case provides an excellent example of how optimizing with and without

a BSF effects the cell design. A standard rule of thumb in cell design is to com-

pare the diffusion length with the cell thickness. If the diffusion length is greater

than the cell thickness, then the BSF should provide a reasonable increase in cell

efficiency. However, both the diffusion length and the cell thickness are dramati-

cally affected depending on whether or not the optimization is done for a CV or

BSF ceil. Lower bulk doping and thinner cells invariably result when a BSF is

included. The optimal value of cell thickness for the CV cell was 500 ]am with a

bulk doping of 6.7 x I016, while the BSF cell had an optimal thickness of 280.1

gm with a bulk doping of 2.0 x 1016. For the CV cell, the diffusion length is 461

}.tin, which is less than the cell thickness of 500 gin. Hence, one could reach the

erroneous conclusion that the best ceil design is a CV cell if problem P2 were

solved first and problem PI was not solved.

The sheet resistance given in table 6.11 that is associated with the optimal

junction depth is once again too high (988 Ddr"l). The sensitivity analysis with

respect to front junction depth suggests that the junction can be made deeper if the

front surface doping concentration is re-optimized. For example, the efficiency at a

fixed junction depth of 0.5 }.u-n is only slightly lower if the problem is re-

optimized, but the sheet resistance of the emitter decreases to 360 f2/r-l. Once

again, it is necessary to re-optimize or the efficiency drops off radically. This sug-

gests that a parametric analysis in which onl_ the front junction depth is changed

would lead to an entirely different conclusion about the sensitivity of the front

junction depth. As the junction depth is increased, the front surface doping con-

centration must be decreased or a large region of the cell is subject to heavy dop-

ing effects, and the cell quickly becomes emitter dominated.

The sensitivity to the front junction depth is greater in this case than it was in

the previous case. This is because the front surface recombination velocity is
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greater. The decrease in minority carrier lifetime results in the opposite trend (i.e.,
less sensitivity to the surfaces), but the former dominates the differences between

cases one and two. As the front surface passivation is degraded (Sf is increased),

the cells will become increasingly sensitive to the front junction depth, and the

blue response of the cell will deteriorate if the junction depth is increased to reduce
the lateral resistance.

For the sensitivity analysis of the back junction depth, the same trends are

observed as in the previous case. However, the increase in the back surface

recombination velocity makes the back junction depth a more sensitive variable.

Since the optimal cell thickness is near the upper bound, the re-optimization

when the front or back surface doping concentration is varied has less effect (in the

last case the cell thickness was the primary means of compensating for nonoptimal

doping concentrations at the surfaces). Also, the higher recombination velocities

result in higher doping concentrations at the surfaces, for stronger electric fields

and lower minority carrier diffusivities. Hence, increasing the doping concentra-

tions to eight times their optimal values results in significant Auger recombination

and bandgap narrowing, and larger reductions in efficiency (as compared to the

first case). There is less effect if the doping concentrations are reduced from their

optimal values. Once again, if unsure of the optimal value of surface (front or

back) doping concentration, it is better to dope too low than too high.

As in the previous case, in the sensitivity analysis for the bulk doping concen-

tration, the thickest cell is associated with the optimal value of the bulk doping

concentration. In the sensitivity, analyses for Do and D L, the optimal value results

in the highest value of Voc.

6.3 Case 3

For the third case to be investigated, the technology variables were taken as

x, 0 = 1 ms, St = 1,000 era/s, and Sb = ** crn/s. The infinite back surface recombi-

nation velocity represents an ohmic contact. The minority carrier lifetime for

holes, xp0, is taken as half the value for electrons. This is identical to the previous
case, but without back surface passivation.

The results for problem P1 are given in table 6.20. Both the upper bound for

cell thickness and back junction depth are active (the front junction depth remains

at the lower bound). The optimal values for these variables without an upper

bound were found in their respective sensitivity analysis (X L = 390.7 lain and X b =

112 I.tm). The results of the sensitivity analysis for case 3 is given in tables 6.21-

6.28 and figures 6.24-6.32.
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The advantage'of the cell with a BSF (absolute difference of 1.3%) is not

much greater than the previous case (absolute difference of 1.15%). However, the

sensitivity analysis with respect to cell thickness with and without a BSF results in

much greater differences for thin cells, a comparison between tables 6.13 and 6.22

shows that poor back surface passivation severely effects the efficiency of thin cells

even with a BSF. The drop in efficiency is a result of poor Voc. Voc deteriorates

due to increased back surface recombination and recombination in the BSF (more

heavily doped in thin cells).

In table 6.21, the optimal CV cell has a higher Voc than the optimal BSF cell

because the higher bulk doping used in the CV cell results in significantly greater

integrated base doping. The reason that the cell with a BSF is superior in

efficiency is that it attains a better collection efficiency and hence improved lsc.

The cells are of the same thickness, so this increase is due to lower bulk doping.

The lower D e for the BSF cell results in significantly higher Xbulk and L d.

The effectiveness of the BSF is clearly illustrated by the effect of the BSR on

the CV and BSF cells. The cell with a BSF still shows about one half percentage

point improvement with the addition of a BSR. Even though both cells are the

same thickness (300 I.tm), the use of a BSR for a CV cell provides only half as

much improvement in efficiency. This is because with the addition of a BSR most

of the increased generation occurs near the back of the cell where the collection

probability is low for the CV cell.

The optimality of a thicker back junction for this case agrees well with the

conclusions of Lindholm and Sah [1.7]. Figure 6.28 suggests that whether the sen-

sitivity of X b is studied parametrically or re-optimized the same conclusion would

be reached, although the actual numbers would differ slightly. The sensitivity of

the back junction depth reflects the need to keep the generated minority carriers

from diffusing to the recombination center at the back surface. The very thick

back junction depth can almost be considered a form of nonconstant bulk doping

(referred to as a drift field or DF cell in [1.7]).

The optimal value of the back surface doping concentration decreases as the

junction depth is increased (figure 6.29) to avoid excessive recombination. The

doping concentration, however, remains at a level high enough to significantly

degrade the minority carrier diffusivity as this is the mechanism for shielding the

minority carriers from the back surface in the DF cell. In figure 3.4, the electron

mobility decreases rapidly for doping concentrations between 1016 and 2.5 x 1018

(the log of which is 18.4).

All the previous results have suggested that it is better to dope the surfaces

too low than too high. In figure 6.32, however, the efficiency decreases more
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rapidly if the back surface doping concentration is below the optimal value. This

is because if the doping concentration is reduced below 2 x 10 is the electron

mobility increases rapidly. Hence, the effectiveness of the BSF, which relied pri-

marily on decreasing the electron (minority carrier) mobility, is reduced.

If D L is greater than the optimal value, the re-optimization reacts by decreas-

ing the back junction depth. This is done to reduce the region of the device sub-

ject to heavy doping. In [6.2], the minority carrier reflecting capacity of high-low

junctions was found to be significantly impacted by Auger recombination.

The fact that the bound on cell thickness is active results in little change

between the fixed and re-optimized values calculated during the sensitivities of the

front and back surface doping concentrations. In the first two cases, the cell thick-

ness was the variable that changed most significantly.

6.4 Case 4

For the fourth case to be investigated,the technology variableswere taken as

Zoo = 0.4 ms, St= I0,000 cm/s, and Sb = I0,000 cm/s. This was the lifetimefirst

suggested when equation (3.14)was derived. The surface recombination velocities

arc high enough to have substantialimpact on the efficicncy.The minority carder

lifctimefor holes,_p0, is taken as half the value for electrons. This represcnts a

cellmanufactured from a medium qualitysubstratcwith ineffectivefront and back

surface passivation.

The resultsfor problem PI arc given in table 6.29. Duc to the higher front

surface recombination velocity,the optimal value of the front surface doping con-

ccntration is higher than in the previous cases. Higher surface doping concentra-

tions arc required to provide strongerelectricfieldsto shield the generated minority

carriersfrom the surfaces and reduce minority carder diffusivity.The higher front

surface doping concentration lowers the sheet resistanceof the emitter, hence it

_villnot be necessary to make the junction as dccp to lower the lateralresistance.

This is fortunatebecause with poor frontsurface passivationthe sensitivityto junc-

tion depth is greater (see figure 6.35),and the bluc response of thc ccll fallsoff

rapidly.

Both the upper bound for ccllthickness and back junction depth arc activc

(the frontjunction depth remains at the lower bound). The true optimal value for

these variablesis determined in thcirrespective sensitivityanalysis. The resultsof

the sensitivityanalysis for case 4 is given in tables 6.30-6.37 and figures 6.33-

6.42.

The sensitivitydue to back junction depth is of particularinterest,because it

reveals that the efficiency is not always a concave function of the decision
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variables. If the optimization were started at a back junction depth less than 1.0

_.m, a local minimum that is not the true global minimum would result. This sug-

gests the necessity of a complete sensitivity analysis. The optimal value for the

back junction depth changes discontinuously from the lower bound to the upper

bound as the back surface recombination velocity is increased from 1,000 cm/s to

I0,000 cm/s (this was observed by performing a series of optimizations as S b was

varied). The change occurs when the efficiency associated with deep junction

depths (a local maximum) is greater than the efficiency associated with thin junc-

tion depths (also a local maximum). Throughout the region tested (1,000 _<S b _<.

I0,000), both local maximum existed. This very clearly illustrates how the tech-

nology variables perturb the efficiency surface (the surface of the objective func-

tion).

Due to the high value of S t, the optimal value of the front surface doping
concentration is quite high (7.2 x 1019). Therefore, when the value of D O is

increased beyond the optimal value in the sensitivity analysis, there is a significant

reduction in the efficiency due to extreme heavy doping effects.

6.5 Case 5

For the fifth case to be investigated, the technology variables were taken as

_o = 0.1 ms, Sf = 1,000 cm/s, and Sb = 1,000 cm/s. This lifetime is meant to

represent those available in the sheet technologies. Hence, the upper bound for cell

thickness was decreased to 100 lain for problems P1 and P2. It may be that even

lower lifetimes have to be considered, and this is done in the investigation of the

technology variables. Both surfaces are passivated in this case. The minority car-

der lifetime for holes, %p0, is taken as half the value for electrons.

The results for problem P1 are given in table 6.38. The upper bound for cell

thickness is active (the front junction depth remains at the lower bound). The true

optimal value for cell thickness is given in the sensitivity analysis. The results of

the sensitivity analysis for case 5 is given in tables 6.39-6.46 and figures 6.43-

6.52.

Table 6.40 shows that at this lifetime it is still possible to get high values of

Voc, fill factor, and Ccff from very thin cells. In figure 6.44, the bulk doping con-

centration (with a BSF) increases with decreasing cell thickness, until very thin

cells (<25 lain). This is different than in the first four cases and reflects the impor-

tance of bulk recombination for a low-lifetime substrate. The optimal value of the

cell thickness is much less than in case 2. Also, there is significantly less reduc-

tion in efficiency for the very thin cells, when compared to the efficiency at the

optimal cell thickness. These are both expected results for a lower lifetime
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substrate.

6.6 Case 6

For the sixth case to be investigated, the technology variables were taken as

_n0 = 0.1 ms, Sf = 1,000 crrVs, and Sb = oo cnVs. This case is the same as case 5,

except there is no back surface passivation.

The results for problem P1 are given in table 6.47. The upper bound for cell

thickness is active (the front junction depth remains at the lower bound). The true

optimal value is determined in the sensitivity analysis for cell thickness. The

results of the sensitivity analysis for case 6 are given in tables 6.48-6.55 and

figures 6.53-6.61.

Due to the thin cell and the poor Lifetime the optimal value of the back junc-

tion depth does not reach the upper bound. The BSF field provides considerable

improvement at very thin cell thicknesses when compared to the same thickness

cells with no BSF. As in the previous cases with poor back surface passivation

(three and four), the thin cells no longer provide improved Voc, fill factor, or Cert.

In figure 6.61, significant differences result between the re-optimized and the

fixed cases because the back junction depth is used to compensate for the use of

nonoptimal back surface doping concentrations (see table 6.55).

6.7 Analysis of Lifetime

The effects of varying xu0, the minority carrier lifetime in lightly doped sili-

con (saturation lifetime), are given in table 6.56 and figure 6.62. Each point on

figure 6.62 is the result of an optimization and represents a different cell design.

The optimal values of the decision variables for each point are given in table 6.56.

The results are given at seven different levels of surface passivation. The front and

back surface recombination velocities are taken as the same value. In the next sec-

tion, all combinations of the surface recombination velocities wiU be considered.

Lifetimes greater than those currently achievable are included in the analysis. The

efficiency of 25.258 % would convert to >_. 27.16 % if shadowing and reflection

were disregarded; which is approaching the theoretical maximum.

The most obvious trend is the increasingly detrimental effect that recombina-

tion velocities have at higher lifetimes. As the substrate quality increases, cell per-

formance is easily dominated by the surfaces. The contribution to the saturation

current by surface recombination, even at relatively low values of surface recombi-

nation velocity, becomes increasingly important. At very high lifetimes, recombi-

nation velocities as low as 100 cm/s will result in large losses in efficiency.

Improvements in the saturation lifetime beyond 1 ms will not yield significant
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increases in efficiency unless the effective front and back surface recombination

velocities are = 100 cm/s or lower.

Table 6.56 illustrates that higher lifetimes generally result in higher values of

the front and back surface doping concentrations being optimal. However, the

trend in the bulk doping concentration is less clear, as this value is strongly

influenced by the cell thickness, which varies drastically for the different lifetimes.

The curves in figure 6.62 arc affected by the upper bound on the cell thick=

ness (300 ]_rn) in problem P1 for recombination velocities greater than 1 cm/s.

The results in table 6.56 show that the upper bound is almost always active at the

higher lifetimes. The lower lifetimes tend to have lower values of optimal cell

thickness and are not as severely affected by the upper bound. The increases in

efficiency for cell thicknesses greater than 300 gm would be the result of isolating

the generated carders from the recombination centers at the surfaces. Previous

results suggest that the increase in efficiency that would result from increasing the

cell thickness beyond 300 ].u-n would bc marginal, and increasing cell thickness

beyond 300 gm for cells fabricated from a high quality silicon substrate may not

be a cost effective design strategy.

The curve for I cm/s (log sf = log sb = 0) shows a sudden increase in slope

at higher lifetimes. This is due to the emergence of a new local maximum which

becomes the global maximum at high lifetimes and low surface recombination

velocities. This illustrates the nonconcavity of efficiency as a function of the deci-

sion variables and how the technology variables affect the efficiency surface.

Table 6.57 shows a comparison of the local maximums for different values of the

technology variables. At a lifetime of I0 ms and surface recombination velocities

of I cm/s, the usual maximum (D B -- I016) disappears. For several other cases,

both local maximums exist_ Finally, for the last case in table 6.57, the local max-

imum around D B = 1014 disappears. Where both maximums exist, the solution that

the optimization will converge to depends on where the optimization is started

from. The true optimum value of the decision variables will change discontinu-

ously as the recombination velocities are lowered and the lifetime is increased.

The bulk minority carder lifetimes and diffusion lengths given in table 6.57

for the thin cells with low bulk doping may be significantly lower due to the fact

that some of the cells may bc approaching high injection in the bulk.

In table 6.5"7, the thinner cells have higher Vo¢ and Ceff. However, thinner

cells result in a shorter optical path and a decrease in Jsc. The very thin cells arc

extremely sensitive to surface recombination, and the associated local maximum

exists only for cells with excellent front and back surface passivation. The optimal

thickness drops substantially with lifetime (145.1 gm at 10 ms, 94.8 _m at 5 ms,
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and" 49.7 I.tm at 2 ms). As the lifetime drops and the optimal cell thickness

decreases, the local maximum is no longer globally optimal due to the rapid

decrease in J_.

The fill factor, which is a strong function of Voc, in some cases is consider-

ably higher for the local maximum associated with a lower value of Voc. This is

due to a loss of base conductivity modulation (i.e., increased series resistance) that

occurs at low bulk doping. This, as well as lower bulk recombination, is the rea-

son that the optimal value cell thickness is so thin.

If the back surface is well passivated, it would be expected that the CV cell

would do almost as well as the BSF cell. For example, the case of log Sr = 0 and

log Sb = 0 represents excellent surface passivation, and the above statement is true

for the cases where the more common local maximum (I3B = 1016) is the global

maximum. However, at the lifetimes of 10, 5, and 2 ms the CV efficiency

approaches the local maximum which is not global (see table 6.58). The true

optimal design in these cases requires a BSF even with a well passivated surface to

attain the global maximum. This may be due to better conductivity modulation

with the BSF cell, but the boundary conditions of the model require that the major-

ity carrier concentration equal the net doping concentration at the contacts.

Because the back contact is not heavily doped, which was assumed in the formula-

tion of the boundary conditions, the effect of doping concentrations as low as 10 t4

at the back contact may be equivalent to surface recombination. From a practical

standpoint, the BSF design is more desirable due to better contact properties (lower

contact resistance at the back contact due to m_,,_,'-'-'---u'-'vL-sJ-"--:--'-,n._l,,_,,u,.,,,.'L"........ ,.,.,.o,,,,.,,,-:'_-""

tion is important in analyzing the usefulness of a design because contact resistance

is assumed negligible and is not included in the calculation of efficiency in this

work.

When the lower bound on bulk doping was lowered to 101° , the optimal bulk

doping went to the lower bound resulting in a very slight increase in efficiency (for

the maximums associated with very light bulk doping).

6.8 Analysis of Surface Recombination Velocities

The next runs were made to examine the sensitivity of the efficiency to the

recombination velocities. The surface recombination velocities quoted are

"effective" surface recombination velocities. In reality, the device will have

different recombination velocities at the silicon - silicon dioxide interface and the

silicon - metal interface. Even a cell with passivation under the contacts (a thin

SiO/ layer) can still be expected to have different recombination velocities due to

the differences in the levels of surface passivation. In a one dimensional code, the
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effective surface recombination velocity is assumed to equal the overall recombina-

tion velocity that would result on a two dimensional surface. It is not meant to be

the recombination velocity measured away from the contacts.

To optimize all combinations of SF and SB of interest required considerable

effort. It was decided that the problems would be solved in the form of problem

PI and P2 with R b = 1.0 (Opt - 2). This was required because it was not known a

priori what the optimal cell thickness would be. The upper bound for cell thick-

ness varied depending on the lifetime being considered. It was shown in the previ-

ous results that a back surface reflector used with a BSF cell results in an absolute

increase in efficiency of 0.46 percentage points at a cell thickness of 300 ll.m.

The results for solving problem P1 at 'r.u0 = 2.0 ms with an upper bound on

cell thickness of 500 _rn for a variety of combinations of recombination velocities

are given in table 6.59. In the cases with poor surface passivation, the upper

bound of 500 ].tin was reached. As discussed above, since all runs were made with

R b = 1.0, this does not appear to be done primarily to increase the optical absorp-

tion. Rather, the optimization was reacting to the recombination centers at the

front and back surfaces and the large value of the diffusion length that is associated

with this lifetime. Thin ceils resulted only when both the front and back recombi-

nation velocities were I00 cm/s or less. As expected, when the back surface

recombination velocity was high, the optimization increased the cell thickness to

isolate the carriers generated by the light from the back surface by increasing the

cell thickness. When the front surface recombination velocity is increased, the

optimization reacts by increasing the cell thickness to isolate the carriers generated

by the light reflected off the BSR from the front surface. This is observed by the

increase in cell thickness even when the back surface recombination velocity is

very low, which implies the increase was not due to the large value of the bulk

diffusion length (e.g., compare the design for log Sf = 0 and log S b =0 to the

design for log Sf = 3 and log Sb = 0). The optimization is trading off all the

effects of increased cell thickness, which include increased absorption, increased

bulk recombination, and isolating the generated carriers from the surfaces. The

results suggest that for a lifetime of 2 ms isolating the generated carriers from the

surfaces is the most important. Hence, recombination velocities are strong factors

in determining the optimal cell thickness.

The results of table 6.59 are easily understood by analyzing how the surface

recombination velocities are used in the code. In SCAPID, the front and back sur-

face recombination velocities are used to determine the boundary conditions of n

and p (electron and hole concentrations). If ohmic contacts are specified, the boun-

dary conditions of n and p are set to their equilibrium values (essentially infinite

recombination velocity). If there were significant generation occurring near a
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surface, the hole electron pairs are lost (recombined) due to the fact that the boun-

dary conditions are at equilibrium, and the solution vectors of n and p are forced to

satisfy the boundary conditions. By increasing the cell thickness, the generated

carriers are moved farther from the boundaries. Hence, the electron and hole con-

centrations, the solution vectors n and p, are not as strongly affected by the boun-

dary conditions. The interpretation is that the minority carriers have an increased

probability of being collected before diffusing to a surface (i.e., avoid recombining

at a surface). For finite recombination velocities, the principles are the same but

the actual calculations in SCAP1D are more complex (see equation 3.23).

The observations made above must be viewed in the light of the previous

results that suggested large changes in the cell thickness can have a small effect on

efficiency. Table 6.60 shows the results when the case with ohmic boundary con-

ditions is optimized with no upper bounds on cell thickness or back junction depth.

The thickness increases to beyond 700 microns. The difference in efficiency is

only 0.03 when compared to the optimal result with the bounds used to generate

table 6.59 (X L _< 500 and X b <: 50). Thc optimization code will vary the variables

significantly even if the resulting increase in efficiency could not be measured

experimentally. This is not meant to be a practical design, but only to determine

how large the optimal values arc and illustrate the importance of a complete sensi-

tivity analysis.

The results of table 6.59 were used to initiate a second set of runs that set the

upper bound on the cell thickness at the more practical limit of 300 microns. The

results of these runs are given in table 6.6!. Any entries in table 6.59 that resulted

in a cell thickness of less than 300 microns were not rerun, but are included in

table 6.61 for completeness. Figure 6.63 is a contour plot of optimal efficiency

versus front and back effective surface recombination velocities based on the

results of table 6.61. The contour plot is for "optimal efficiency", so that all of the

points in the two dimensional surface of Sf and S b correspond to a different cell

design. Table 6.61 shows that significant differences exist in the cell design as the

recombination velocities are varied. Therefore, the contour plot of efficiency for a

set design would be significantly different.

As the front surface recombination velocity is raised, the front surface doping

concentration is increased. This occurs until the front surface doping concentration

reaches its upper bound, at which point the front junction depth increases from its

lower bound. Numerically, this increases the integrated charge in the emitter,

which is important in determining the effects of the boundary conditions (i.e., the

surface recombination). Although it would appear that increasing the junction

depth would be harmful, the probability of collecting the carriers generated near

the surface is so low that the optimal design forsakes some of these carriers to
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raise the probability of collection of the carriers generated slightly farther from the

surface.

The sensitivityanalysis of the six cases treated earlierin the section made it

clear that the optimal value of the front surface doping concentration must be low

to gain the fullbenefitof good front surface passivation. If the front surface dop-

ing concentration is raised above itsoptimal value, the gains of surface passivation

will be negated by heavy doping effectsin the emitter. However, when the front

surface recombination velocity is high, the strong fieldsand reduction in minority

carrier diffusivityassociated with heavy doping deter surface recombination and

this is more beneficialthan the heavy doping effects are harmful. In determining

the optimal value of the front surface doping concentration and junction depth, the

optimization finds the optimal tradcoff between heavy doping effects and surface

recombination.

Some of the designs given in table 6.61 (particularlythose associated with

low values of Sf) would resultin extremely high lateralresistance in the emitter. If

the front surface iswell passivated, itis no longer criticalto make the front junc-

tion depth as thin as possible. This was shown in the sensitivityanalysis per-

formed for frontjunction depth for the six cases described earlier. When the front

surface recombination velocity is high (and junction depth becomes critical),the

optimal value of the doping concentration is higher resultingin lower lateralresis-

tance. The conclusion is thatincluding lateralresistance in the analysis would not

significantlyaffectthe optimal efficiency contours (figures6.63-72). However, the

optimal values of the front junction depth and front surface doping concentration

listedin the tableswould change, particularlyfor low Sf.

The back surface doping concentration increases with the back surface recom-

bination vclocity untillog Sb = 4. At thatpoint, the design changes from a BSF to

a DF cell (i.e.,the back junction depth changcs from the lower to the upper

bound). The back surface doping concentration decreases to reflectthe change in

junction depth, then rises slightlyas Sb continues to increase. The deeper junction

resultsin a significantdecrease in the probabilityof collection for the carriersgen-

erated near the back surface. However, itis apparent from the optimization results

that the dccpcr junction provides better shielding from the back surface for a

majority of the generated carriers (the number of carriers generated decreases

exponentially from the front surface, disregarding thc photons reflected from thc

BSR).

Once the back surface recombination velocity reaches 105 cm/s, there is little

further change in the efficiency or the optimal values of the design variables.
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The effect of back surface recombination velocity is not nearly so strong as

front surface recombination velocity, as can be expected since so many more car-

riers are generated near the front surface. Since the substrate modeled is of excel-

lent quality, 2 ms electron minority carrier lifetime in lightly doped silicon, the

device is very easily dominated by the surfaces.

All the runs were initiated with a back surface field (six variable optimiza-

tion). It was not expected that the BSF would make a difference for the cases with

very low back surface recombination velocities (disregarding the results from the

previous section). It was anticipated that the BSF could be eliminated by converg-

ing to a point where the back surface and bulk doping concentrations were equal.

This never occurred, however, and there are a couple of possible explanations. It

has already been observed that the optimization code is sensitive to very small

numerical differences in the efficiency. It may be that a cell with a BSF is incre-

mentally better than a cell without a BSF (even at low back surface recombination

velocities). This may not be due to any shielding effects, but just a result of a

slight boost in Voc combined with a decrease in the optimal value of the bulk dop-

ing and cell thickness. Or, it may be that the results are at a local minimum and it

is not possible to converge to a cell with no BSF, depending on where one initiates

the optimization from.

The same set of runs was made for _,0 = 2 ms while solving problem P2 (i.e.,

an optimized CV cell). The results are shown in table 6.62 and figure 6.64. The

effect of the back surface field is quite obvious when comparing figures 6.63 and
6.64. The ;"' ..... ' v......... non of the contour lines along the =is log Sb = n does not

change significantly, but the BSF cell is far superior as the back surface recombi-

nation velocity is increased.

Looking at the case log S t = 0 and log Sb = 5 in tables 6.61 and 6.62 it is

again seen that the optimal CV design results in a higher Voc than the optimal BSF

design. Both cells are 300 gm thick (the upper bound for XL). The BSF cell is

superior because the use of the back surface field allows lower bulk doping to be

used. This results in better minority carrier lifetime and diffusion length in the

bulk, which increases Jsc and eel f.

When good front surface passivation is coupled with very poor back surface

passivation, the optimization reacts by increasing the front junction depth. This is

done to help increase the collection probability of the carriers generated deeper in

the cell. Since there is not a significant recombination center at the front surface,

the front junction depth does not have to be at its lower bound to collect the car-

tiers generated at the front surface.
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With low Sf, the optimal CV &sign in table 6.62 uses low front surface dop-

ing to avoid heavy doping effects in the emitter. However, it is then necessary to

heavily dope the base to get high Voc. As Sb increases for a given value of Sf, the

bulk doping is further increased to reduce the back surface recombination. The

highest bulk doping occurs with low Sf and high S b. The highest optimal value of

the bulk doping is = 2.0 x 1017 (bulk resistivity of 0.12 f2-cm).

Several other lifetimeswere solved for and the resultsare given in tables

6.63-6.70and the correspondingcontour plotsin figures6.65-6.72. Many of the

same trendsdiscussedabove arc observed. As the lifetimedecreasesthe sensitivity

to the surfacesdecreases.

For the lowest lifetimes(0.1and 0.05 ms) the upper bound on cellthickness

was decreased to 100 l.tm.Comparison of figures6.70 and 6.71 illustratesthe sub-

stantialbenefitsof using a BSF with a thincellwhen the back surfaceis poorly

passivated.

Figure 6.69 was generatedby raisingthe upper bound on cellthicknessfrom

I00 to 300 lainat_a0 = 0.1 ms. Comparison of figures6.69 and 6.70 clearlyi11us-

trams the effectsof using the cellthicknessto isolatethe surfacesfor cellswith

poor surfacepassivation.The tradcoffforincreasedcellthicknessalsoincludesthe

increasedgenerationthatoccurs when the cellthicknessis increasedbeyond 100

I/m.

6.9 Summary

In this chapter, the cell designs for six cases (see below), defined by the tech-

nology variables, were optimized.

Table 6.71 Summary of Cases

case %0 Sf Sb XL <

1 2 ms 100 cm/s 100 crn/s 300 gm

2 1 ms 1,000 cm/s 1,000 crn/s 300 _tm

3 1 ms 1,000 cm/s ** 300 gm

4 0.4 ms 10,000 cm/s 10,000 cm/s 300 I.tm

5 0.1 ms 1,000 cm/s 1,000 cm/s 100 I.tm

6 0.1 ms 1,000 cm/s ** 100 I.tm
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A sensitivityanalysis was performed on each of the optimal solutions. Also, the

technology variables were varied parametricallyand the cell design rcoptimizcd.

Some of the resultsarc summarized below.

• The high sheet resistivities for the emitters of the optimal designs reflected the

fact that lateral resistance is not in the SCAPID model. This will be further

investigated in the next chapter.

• Several examples were cited that showed that for some values of the technol-

ogy variables the efficiency is not a concave function of the design variables.

• The optimal cell design, the sensitivities of the optimal solution, and the

optimal value of the efficiency vary drastically as the technology variables are

changed. Therefore, all the optimization results must be stated in reference to
the values of the technology variables used.

• The strongest interactions in the cell design are between Xf and D o (greater if

S t is high), X b and D L (greater if Sb is high), and X L and D s (greater if 'tn0 is

low).

• As well as the surface doping concentrations and the junction depths, thc

optimal value of the cellthicknessis very dependent on the surface recombi-

nation velocities.

• Heavily doping well passivatcd surfaces will resultin a cellthatis dominated

by heavy doping effects,and the benefitsof surface passivationwillbc lost.

• For unpassivated or poorly passivated surfaces a thick BSF resultsin higher

cfficicncythan a thin heavily doped BSF.

• For _! the cascs considcrcd, a cc!!wit_h,a BSF resultedin a highcr efficiency

than a CV (convcntional n-p, no BSF) cell. Thc optimal dcsign with a BSF

invariably resulted in a thinner cell with lower bulk doping. This suggests

thatparametric analysis will not accurately predictthe effectsof a BSF since

itisnecessary to vary many variablessimultaneously. Thc optimal ccllwith a

BSF often had lower Voc then the optimal CV ccll,but bcttcrefficiencyduc

to higher Jsc.

• The cells optimized while cell thickness was hcld at a low value had thc

highest values of Voc, fillfactor,and collectioncfficicncy,but both surfaces

had to bc well passivatcd. Thin ccUs will bc furthcrinvcstigatcdin chapter 8.

• At very high lifetimes, recombination velocities as low as 100 cm/s will result

in large losses in efficiency. Improvements in the saturation lifetime beyond 1

ms will not yield significant increases in efficiency unless the effective front

and back surface recombination velocities are = 100 cm/s or lower.
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The efficiencyassociatedwith the optimal celldesign is insensitivem Sb for

values greaterthan 105 and Sf for values greaterthan 107. Sensitivityto Sf

and Sb ishighlydependent on the value of xa0.
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7 Lateral Resistance

In this section, the effect of lateral resistance on the results in the previous

section will be discussed. An approximate correction term for lateral resistance

will be derived and appended to the objective function. Results will then be given

for the new objective function.

7.1 Correction for Lateral Resistance

Lateral resistance occurs in the emitter of a solar cell with conventional

geometry (i.e., front and back surface contacts) and can significantly affect the per-

formance of a cell. Current generally flows perpendicular to the surfaces in the

bulk of a solar cell. Because the top metal contact grid only partially covers the

top surface, the current must flow laterally in the emitter to be collected by the

grid. If the emitter is very thin, significant current crowding can occur leading to a

resistive voltage drop in the emitter. The doping concentration in the emitter deter-

mines the resistivity of the material (resistivity is a function of the hole and elec-

tron concentrations). Higher doping concentrations result in lower resistivities.

Hence, to minimize lateral resistance, the cell should be designed with a thick

heavily doped emitter.

The above criterion is in direct conflict with other considerations that affect

cell performance. Due to the exponential absorption of the incident radiation, the

majority of the electron-hole pairs are generated near the front surface. The proba-

bility of collecting an electron-hole pair generated near the front surface may be

significantly reduced if the front surface is an effective recombination center. If

this occurs, it is desirable to make the junction as close as possible to the front sur-

face. Also, heavy doping in the emitter results in the detrimental effects of band

gap narrowing and Auger recombination.

In the previous section, the results of the optimization runs reflected the fact

that SCAP1D does not include lateral resistance. In each of the six cases studied,

the optimal value of the front junction depth was at the lower bound of 0.1 I.tm.
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This junction depth led to high values of sheet resistivity in the emitter which

would result in a lower efficiency ff the effects of lateral resistance were included

in the calculations.

The sensitivity analyses performed on the front junction depth implied that the

front junction depth could be increased as long as the other variables were re-

optimized (e.g., figure 6.3). The re-optimization generally resulted in a lower value

of front surface doping concenlration being optimal. Combined with the increase

in junction depth, however, the sheet resistivity of the emitter decreased. The sen-

sitivity of the efficiency to such changes was dependent on the value of the

effective front surface recombination velocity.

The higher the effective front surface recombination velocity, the more sensi-

tive the efficiency is to the front junction depth. A higher front surface recombina-

tion velocity, however, resulted in a greater value of the front surface doping con-

centration being optimal and lower sheet rcsistivities for the emitter. The higher

front surface doping concentration results because stronger electric fields and lower

minority carrier diffusivities are required near the surface to collect the minority

carriers before they recombine.

In conclusion, in situations where the front junction depth is a particularly

sensitive variable (high St), the lateral resistance is less of a problem. When the

front surface recombination velocity is low, the lateral resistance of the designs

given in the previous section is too high, but the junction depth is less sensitive

and can be increased to lower the lateral resistance.

The above conclusions can be validated by including a correction for the

lateral resistance in the optimization. Since SCAP1D is a one dimensional code,

the correction term is an approximation. The derivation of a lateral resistance

correction term for use with SCAP1D is based on figure 7.1 which shows the top

and side views of a solar cell with a contact grid on the front surface. Although

different geometries are used in designing contact grids, the majority of the cell

surface is covered by fingers (narrow grid lines which are used for collecting the

current generated in the cell). The fingers are usually connected to a thicker grid

line referred to as a busbar. In the simple approximation to be given, however,

only the fingers will be included.

Assuming an n-type emitter, the electrons which enter the emitter must flow

laterally to the closest grid line. In figure 7.1, all those electrons a distance d/2 or

less from a finger will flow to that finger [7.1]. The resistive losses can be calcu-

lated by the following integral,

x--d/2

Ploss " f I2_ clR (7.1)
x=O
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Pe dx
The incremental resistance,dR, is

L

equal to JmpLx. Hence, the integralin equation 7.1 is

Jmp2 L Pe d3
Plou =

24

The maximum power current, Imp, is

(7.2)

Since SCAPID isa one dimensional code, the correction term must bc of the form

Ptoss/cm2. The area the losses arc integrated over is Ld/2, so

Ploss/Cm 2 = Jmp 2 Pe d2
12 (7.3)

term in equation 7.3 can be incorporated into the expression for theThe

power generated by the cellas follows:

IV Jrnp 0e d2 JPcen = mp 12 Imp (7.4)

The cellefficiencyis simply the power generated by the celldivided by the power

incident in the form of illumination. The optimization is identicalto the statement

of problem P I,except that the above definitionof the cellpower is used.

Equation 7.3 isan approximate correction factorfor the effectsof lateralresis-

tance. As already mentioned, a very simple geometry is used in describing the top

contact design. The voltage drop that is approximated is not included in the solu-

tion of Poisson's equation. In reality,the voltage drop would bc distributedin the

emitter,but a two dimensional model would bc required to simulate such an effect.

Also, the assumption of current flow perpendicular to the junction in the bulk of

the device isused in the derivation of the correction term.

7.2 Results

In this section, the optimizations for the six cases used in the previous chapter

arc repeated using an objective function based on equation 7.4. In equation 7.4,

the value of d represents the distance between the fingers of the top contact. Runs

were made at the values of 1 ram, 2 ram, and 3 mm. Also, the sensitivity analysis

for the front junction depth was repeated for each case and value of finger separa-

tion. The sensitivity analysis was done by holding the front junction depth fixed

and re-optimizing the other design variables. The results arc presented in tables

7.1-7.18 and figures 7.2-7.7 (located at the back of the chapter). The design asso-

ciated with the optimal value of the front junction depth is printed in bold in the

tables.
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The column headings of tables 7.1-7.18 am:

Ir eft = efficiency with lateral resistance correction included (%)

Voc = open circuit voltage (mV)

Jz = short circuit current density (mA/cm 2)

note: The lateral resistance correction is not included in the calculation Jsc-

Ir ff = fill factor using lateral resistance correction.

Calf = collection efficiency (%)

Pc = sheet resistanceof the emitter (f_/r=])

elf = efficiencywithout correctionfor lateralresistance(%)

ff = fillfactorwithout correctionforlateralresistance

X L = cellthickness(].tm)

Xf = frontjunction depth (].tm)

X b = back junction depth (gm)

log D o = log of the net front surface doping concentration ([P atoms - B

atoms]/cm 3)

log D B = log of the net bulk doping concentration ([B atoms - P atoms]/cm 3)

log D L = log of the net back surface doping concentration ([B atoms P

atoms]/cm 3)

The results for case 1 are given in tables 7.1-7.3 and figure 7.2. In figure

7.2, the dashed line is the sensitivity analysis for Xf given in chapter 6 which did

not include a correction for lateral resistance. The other three curves represent the

sensitivity analysis with d equal to 1 mm, 2 mm, and 3 mm. The trend is

significantly different for the analyses that were done with a correction for lateral

resistance included. The very thin junction depth of 0.1 gm is no longer optimal.

In fact, the sensitivity analyses suggest that with a correction for lateral resistance

included the efficiency would drop off sharl_y if a junction depth of 0.1 gm were
used.

The results agree with the statements made in the previous section that the

lateral resistance could be reduced by increasing the front junction depth while

lowering the front surface doping concentration. The doping concentrations, how-

ever, are not equal to those found in the sensitivity analysis illustrated in table 6.6.

Comparison of the front surface doping concentrations for the same front junction

depth show that those in table 7.1 are always higher than those in table 6.6. Com-

parison of table 7.1 with 7.2 and 7.3 shows a further increase in the front surface

doping concenlration as the distance between the grid fingers is increased. This is

due to the fact that higher doping concentrations reduce Pc.

Figure 7.2 illustrates that for this case it is better to increase the junction

depth to decrease the lateral resistance. The least favorable alternative to reduce
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the detrimental effects of lateral resistance is to retain a thin emitter and resort to

very heavy doping to reduce the sheet resistance. The conclusions given above

become more pronounced as the grid finger spacing, d, is increased. Also, as in

chapter six, tables 7.1-7.3 show that the optimal value of the front surface doping

concentration varies significantly as the front junction depth is changed.

Heavily doping a thin emitter results in a substantial drop in Voc due to

increased Auger recombination and bandgap narrowing in the emitter. When Xf is

held fixed at a small value, the sheet resistivity remains fairly high because the

only way to decrease the lateral resistance is to raise the front surface doping con-

centration. Comparison of the results at 0.1 ].u-'n shown in tables 7.1-7.3 show that

further increasing the front surface doping concentration is a bad tradeoff, so it is

better to allow for a more substantial loss due to lateral resistance. Even the

efficiencies without the lateral resistance correction factor (eft column) are less for

the thin emitters as a result of the effects of heavy doping.

The optimality of a front junction depth of 10 lain (for d --- 3 ram) occurs

because the cell being modeled in this case has excellent front surface passivation.

The main reason for designing a cell with a very thin junction is to avoid recombi-

nation at the front surface. If the front surface is well passivated, it is no longer

critical to have very thin junctions. For example, the above observation is critical

to the successful design of IBC cells. In IBC cells, all the current is collected at

the back of the cell (Xf = Xt. ).

The results for cases 2 and 3 are similar to those for case 1. The optimal

value of the front junction depth decreases due to the higher front surface recombi-

nation velocity in cases 2 and 3. Because the doping concentrations are higher (for

a given value of Xf), the value of Pc is lower.
J.

The solutions for case 4 are significantly different than the first three cases.

The poorly passivated front surface (Sf = 104) results in significant recombination

at the front surface if the front junction depth is increased. In figure 7.5, this is

illustrated by the sharp decline in efficiency to the fight of the optimal junction

depth.

For d = 1 ram, a front junction depth of 0.11 I.trn is optimal. As compared to

the optimization without a lateral resistance term, the reduction in 19c is accom-

plished primarily by increasing the front surface doping concentration from 7.24 x

1019 to 1.35 x 102°. The tradeoff for increasing the front surface doping concentra-

tion is better in this case because as well as lowering Pc it also helps shield the

carriers generated near the front surface from the poorly passivated surface. If the

front surface is well passivated, the benefit derived from the latter consideration is

substantially less, so that the heavy doping effects dominate the tradeoff.
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As d is increased,however, the value of the optimal junction depth increases

as in the previous cases. The doping concentration has become so high that the

tradeoffagain favors increasingthe frontjunction depth to reduce Pc.

Cases 5 and 6 are similarto the firstthree cases.

Table 7.19 is a summary of the effect of including the lateralresistance

correctionfor each of the cases. The numbers referto the absolute and percentage

difference from the optimal efficiencywithout the lateralresistancecorrection fac-

tor. The percentage differenceis given in parenthesis.

Table 7.19 Effect of Lateral Resistance on Optimal Efficiency

case 1 case 2 case 3 case 4 case 5 case 6

d=lmm

d=2mm

d=3mm

-0.34 -0.39 -0.35 -0.31 -0.36 -0.32

(-1.5%) (-1.8%) (-1.6%) (-1.5%) (-1.8%) (-1.8%)

-0.66 -0.85 -0.78 -0.77 -0.82 -0.74

(-2.9%) (-3.9%) (-3.6%) (-3.8%) (-4.1%) (-3.8%)

-1.02 -1.35 -1.26 -1.26 -1.34 -1.23

(-4.4%) (-6.2%) (-5.9%) (-6.2%) (-6.7%) (-6.2%)

Case 1, which models a cell with excellent front surface passivation, is affected the

least by the inclusion of the correction for lateral resistance.

In the above analysis, the shadowing and correction factor was taken as 7%

regardless of the value of d. In general, as the spacing between the grid fingers is

reduced the shadowing will increase (it may be possible to reduce the thickness of

the grid lines, but there is a lower limit on the thickness imposed by the metaliza-

tion technology). The analysis was not intended to compare the efficiencies at

different spacings but rather to illustrate the change in the optimal design that

occurs as the front contact grid is changed. The results imply that the front contact

design must be specified (e.g., from an optimization that trades off shadowing, grid

resistance, and lateral resistance) to determine which design is optimal or that the

front grid and the cell must be optimized simultaneously. The latter would require

a two (or three) dimensional model.
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7.3 The High-Low Emitter (HLE) Design

In the previous section, including the lateral resistance correction resulted in

an absolute decrease in efficiency of about 0.3 to 0.4 percentage points in

efficiency for each case. Furthermore, not taking into account the effects of sha-

dowing, for each increase of 1 nun in the grid spacing the efficiency dropped

another 0.4 to 0.6 percentage points for each case.

One method that has been suggested to reduce the effects of lateral resistance

is the High Low Emitter (HLE) [ 1.4]. In this section, the effectiveness of the HLE

will be investigated by solving the optimization with the lateral resistance correc-
tion factor included.

Figure 7.8 shows the doping profile used to model the HLE cell The profile

follows a complementary error function from x--0 to xfXf. The doping concentra-

tion is then constant from xfXf to xfXe (different doping profiles were tried here,

but the profiles tried did not make a significant difference). At xfX e the doping

concentration changes from D e to D B in step fashion. The high-low junction at the

back of the device is defined in the same manner as in the previous sections. The

HIE profile introduces two new variables into the optimization, Xe and D e.

Tables 7.20-7.22 show the optimal solution for each case for d equal to 1ram,

2mm, and 3mm. The benefit of the HIE design is minimal for all the cases for

each value of d. In fact, the FILE design leads to a reduction in efficiency for case

4 (S t = 104) at d = 2 nun and d = 3 man. There are two entries in tables 7.21 and

7.22 for case 4. The first is the point that the optimization converged to, which

effectively eliminated the high-low junction (Xf = Xe). In the second entry, the

value of Xf was fixed at 0.1 gtm to force the FILE design. The latter case results in

a reduction in efficiency, illustrating the importance of keeping a strong gradient in

the doping concentration near the front surface when the front surface is poorly

passivated. The optimization of the FILE design attempts to achieve a strong gra-

dient by reducing D e to the lower bound.

The lower bound for Xf was then decreased from 0.1 to 0.04 gin. This still

represents a practical design with an IdLE because the high-low junction can be

used to reduce the lateral resistance. The efficiencies that resulted were only

slightly better than those given in tables 7.20 - 7.22.

7.4 Summary

An approximate lateral resistance correction factor was derived and appended

to the objective function. The conclusions of the optimizations are as follows:
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The sensitivity analysis for the front junction depth changes drastically as

compared to the results of chapter six. Without the lateral resistance correc-

tion, the efficiency monotonically decreased with increasing front junction

depth. Where as, with the lateral resistance correction, the efficiency gen-

erally fell off sharply at very thin junction depths, reached an optimal value,

and then fell off very slowly (except case 4 Sf = 104, in which the decrease

beyond the optimal junction depth was rather sharp).

The optimal values of the front junction depth and the front surface doping

concentration vary significantly with the spacing of the grid fingers.

For cells with good front surface passivation (< 104), the most effective means

of reducing the sheet resistivity of the emitter is to increase the front junction

depth, as opposed to heavily doping a thin emitter.

For cells with poor front surface passivation (> 104), the a'adeoff favors

increasing the front surface doping concentration more than in cells with good

front surface passivation. However, particularly for wider grid spacings, it is

still beneficial to increase the front junction depth to decrease the lateral resis-

tance.

The high-low emitter (HLE) design does not show significant improvement in

efficiency (< 0.2 percentage point) over the conventional emitter design.
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Efficiency vs Fixed Front Junction Depth

Case 1 [1: -- 2 ms, sf-- 100 cm/s, sb = 100 cm/s]
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Efficiency vs Fixed Front Junction Depth

Case 2 [q: - 1 ms, sf- 1000 cm/s, sb - 1000 cm/s]
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Efficiency vs Fixed Front Junction Depth

Case 3 [1:- 1 ms, sf - 1000 crrds, sb = 0* cm/s]
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Efficiency vs Fixed Front Junction Depth

Case 4 [x - 0.4 ms, sf- 10,000 cm/s, sb - 10,000 cm/s]
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Efficiency vs Fixed Front Junction Depth

Case 5 [1: = 0.1 ms, sf = 1000 cm/s, sb = 1000 cm/s]
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Efficiency vs Fixed Front Junction Depth

Case 6 Ix -- 0.1 ms, sf-- 1000 cm/s, sb -- ** cm/s]
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Table 7.1 Sensitivity of Front Junction Depth, Case 1, d - 1 ram, Opl ,, 2

Ir loll Iol loll

Voc Jz ff C_# Pe eft ff Xt, Xf Xe Do De DL

22.075 687.9 39.18 .819 99.6 515.2 22.67 .8411 276.6 0.10 0.4 19.69 16.45 18.47

22.250 692.1 39.09 .822 99.6 444.6 22.76 .841 251.1 0.20 0.4 19.38 16.42 18.62

22.331 694.0 38.98 .826 99.5 403.7 22.80 .843 236.2 0.30 0.6 19.18 16.54 18.78

22.450 693.8 39.06 .828 99.6 317.6 22.82 .842 249.3 0.50 0.6 19.00 16.47 18.71

22.524 695.4 39.03 .830 99.6 285.0 22.85 .842 243.0 0.75 0.6 18.77 16.48 18.77

22.573 696.0 39.03 .831 99.6 259.3 22.87 .842 242.7 1.00 0.6 18.62 16.46 18.66

22.623 695.9 39.03 .833 99.6 208.4 22.86 .842 243.4 1.50 0.6 18.45 16.44 18.60

22.642 694.8 39.06 .834 99.5 167.6 22.84 .842 251.8 2.00 0.6 18.39 16.44 18.73

22.684 695.4 39.07 Jl,35 99.5 152.4 22.86 .841 254.3 2.50 0.2 18.27 16.44 18.89

22.681 696.4 38.98 .835 99.6 141.8 22.85 .841 236.3 2.97 0.2 18.18 16.44 18.73

22.680 695.6 39.01 .836 99.5 127.2 22.83 .841 244.6 3.50 0.2 18.12 16.44 18.87

22.679 695.2 39.06 .835 99.5 130.3 22.84 .841 253.9 3.54 0.2 18.09 16.42 18.89

22.678 694.8 39.08 .835 99.5 123.6 22.83 .841 257.5 3.94 0.2 18.04 16.41 18.96

22.678 694.0 39.10 .836 99.5 113.1 22.81 .840 266.3 4.49 0.2 18.00 16.40 18.89

22.671 694.2 39.07 .836 99.5 106.7 22.80 .840 260.8 4.99 0.2 17.96 16.40 18.90

lr

eff

Table 7.2 Sensitivity of Front Junction Depth, Case 1, d = 2 mm, Opt = 2

b' Iol loll Iol

Ve_ J_: ff Cen Pe elf ff X c Xf Xb Do De Dr,

20.906 669.6 39.27 395 99.6 245.6 22.06 .839 300.0 0.10 0.2 20.07 16.38 18.86

21.405 678.6 39.24 .804 99.5 206.7 22.37 .840 300.0 0.30 0.2 19.58 16.43 18.87

21.629 683.9 39.22 .806 99.5 195.8 22.55 .840 291.8 0.50 0.2 19.32 16.40 18.89

21 777 685 8 39 !7 8!! 994 !75] 22:_15,0_ .8,1! 287.! 0,70 0_2 !9 !7 !6_48 !890

21.921 688.7 39.12 .814 99.4 161.1 22.67 .842 275.5 1.00 0.2 18.98 16.50 18.89

22.161 69{3.8 39.13 .820 99.4 125.4 22.75 .8dl 281.5 2.00 0.2 18.64 16.47 18.91

22.261 691.3 39.15 .823 99.3 108.0 22.77 .841 290.8 3.00 0.2 18.42 16.46 18.90

22.315 691.5 39.13 .825 99.3 94.2 22.76 .841 288.6 4.00 0.2 18.28 16.44 18.90

22.346 692.3 39.07 .826 99.3 83.4 22.73 .841 273.0 5.00 0.2 18.19 16.41 18.95

22.352 691.9 39.06 .827 99.3 77.0 22.71 .840 276.1 5.55 0.2 18.16 16.40 18.94

22.357 691.7 39.09 .827 99.3 76.4 22.71 .840 283.3 6.00 0.2 18.10 16.38 18.93

22.359 691.3 39.10 .827 99.2 73.3 22.70 .840 288.7 6.50 0.2 18.06 16.37 18.93

22.361 692.4 39.02 .828 99.3 72.1 22.70 .840 269.0 7.00 0.2 18.01 16.38 18.97

22.359 691.7 39.04 .828 992 66.7 22.67 .839 278.1 8.00 0.2 17.96 16.35 18.95

22.351 691.0 39.06 .828 99.1 63.6 22.65 .839 287.3 9.00 0.2 17.89 16.35 18.93
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Table 7.3 Sensitivity of Front Junction Depth, Case 1, d = 3 nun, Ov_ = 2

u _ _s _ tee

eft v_ J,c ff C._ff p, elf ff Xt. Xf Xb Do Du 131.

19.829 6,/8.7 39.23 .779 99.4 136.0 21.26 .835 300.0 (3.10 2.8 20.36 16.37 18.33

20.424 663.7 39.15 .786 99.3 129.4 21.78 .838 300.0 0.30 3.0 19.83 16.45 18.32

20.717 670.4 39.15 .789 99.3 124.3 22.02 .839 300.0 0.50 2.8 19.58 16.42 l&20

20.981 675.8 39.13 .793 99.2 117.0 22.21 .840 300.0 0.80 2.8 19.34 16.42 18.29

21.103 678.3 39.09 .796 99.1 112.9 22.29 .840 297.7 1.00 2.9 19.22 16.47 18.34

21.469 684.4 39.08 .803 99.1 97.6 22.49 .IMI 295.9 2.{30 2.7 18.84 16.46 18.35

21.656 686.2 39.07 .808 99.1 84.6 22.54 .841 296.5 3.00 2.7 18.63 16.44 18.36

21.816 689.0 39.08 .810 99.1 78.3 22.64 ._tl 292.8 4.00 0.2 18.45 16.42 18.62

21.891 690.9 39.01 .812 99.2 73.2 22.66 .841 271.6 5.00 0.2 18.31 16.41 18.65

21.939 691.2 38.99 .814 99.2 67.8 22.65 .840 271.0 6.00 0.2 18.21 16.39 18.65

21.973 690.8 38.96 .816 99.0 60.9 22.61 .840 272.4 7.00 0.2 18.17 16.38 18.65

21.991 691.2 38.96 .817 99.1 58.9 22.61 .839 270.8 8.00 0.2 18.08 16.34 18.63

22.008 690.5 38.93 .819 98.9 53.3 22.56 .839 275.5 9.00 0.2 18.06 16.35 18.75

22.010 690_ 38.92 JI19 99.0 52.6 22.$6 JD9 272.6 10.00 0.2 1"/.97 16.32 18.63
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eft Vef.

Table 7.4 Sensitvity of Front Junction Depth, Case 2, d - 1

If

J. ff C_ Pt eft ff Xt. Xf X_

nu_O_ ,,2

los

21.284 662.8 39.11 .821 99.2 364.6 21.71 .837 300.0 0.10 0.2 19.88 16.29 19.52

21.419 663.7 39.10 .825 99.1 264.3 21.73 .837 297.5 0.30 0.2 19.46 16.28 19.52

21.461 663.9 39.07 .827 99.1 224.1 21.72 .837 297.3 0.50 0.2 19.25 16.29 19.52

21.476 663.9 39.05 .828 99.0 198.6 21.71 .837 297.4 0.70 0.2 19.11 16.28 19.52

21.477 663.9 39.04 .829 99.0 194.2 21.70 .837 297.3 0.75 0.2 19.08 16.29 19.52

21.478 663.9 39.03 .829 99.0 188.8 21.70 Jk37 297.6 0.84 0.2 19.01 16.29 19.$2

21.476 663.7 39.01 .829 98.9 173.3 21.68 .837 298.2 1.00 0.2 18.95 16.28 19.52

21.451 663.1 38.96 .830 98.8 148.6 21.62 .837 300.0 1.50 0.2 18.76 16.26 19-52

21,412 662.6 38.89 .831 98.6 134.0 21.57 .837 300.0 2.00 0.2 18.61 16.25 19.52

21.367 662.1 38.83 .831 98.4 123.2 21.51 .837 300.0 2.50 0.2 18.49 16.24 19.52

21.319 661.5 38.77 .831 98.3 115.5 21.45 .836 300.0 3.00 0.2 18.39 16.22 19.52

I/

eft V_

Table 7.5 Sensitivity of Front Junction Depth, Case 2, d

If

JIG ff C_n p, eft ff Xc Xr

=2mm, Opl - 2

lee tot

Xb Do Du

Iq

D_
20.406 652.0

20.733 657.0

20.862 659. i

20.930 660.3

20.985 661.1

21.004 661.6

21.017 662.1

2!.02! 66!.9

21.022 661.9

21.015 662.2

21.001 662.O

20.975 661.7

39.10 .800 99.1 194.1 21.31 .836 299.3 0.10 0.2 20.20 16.28 19.57

39.06 .808 99.0 157.7 21.46 .836 299.3 0.30 0.2 19.74 16.28 19.58

39.02 .811 98.9 141.6 21.52 .837 299.3 0.50 0.2 19.52 16.28 19.52

38.98 .813 98.8 131.5 21.54 .837 299.3 0.70 0.2 19.37 16.29 19.52

38.92 .816 98.7 i19.8 21.54 .837 300.0 1.00 0.2 19.20 16.29 19.53"

38.89 .816 98.6 116.0 21.54 .837 300.0 1.20 0.2 19.10 16.30 19.56

38.85 .817 98.5 111.9 21.53 .837 300.0 1.50 0.2 18.97 16.30 19.57

38.82 .818 98.4 105.2 21.50 .837 300.0 !.70 0.2 !8.93 !6.26 !9.54

38.82. .818 98.4 105.8 21.51 .837 300.0 1.71 02 18.92 1627 19..53

38.74 .819 98.2 101.7 21.48 .837 300.0 2,00 0.2 18.83 16.32 19.58

38.69 .820 98.1 95.5 21.44 .837 300.0 2.50 0.2 18.70 16.28 19.56

38.64 .820 98.0 91.8 21.39 .837 300.0 3.00 0.2 18.59 16.25 19.56

Iz

eff Vo_

Table 7.6 Sensitivity of Front Junction

Jffi ff C-.en p, eft ff

Depth, Case 2, d = 3 mm, Op, = 2

Iol lot

X L Xf Xb Do De

Ioll

Di.

19.538 641.5 39.10 .779 99.1 131.9 20.92 .834

19.999 648.1 38.99 .791 98.8 105.9 21.10 .835

20.185 652.4 38.92 .795 98.7 99.8 21.22 .836

20.292 654.9 38.86 .797 98.5 95.6 21.28 .836

20.389 657.3 38.79 .800 98.3 91.2 21.33 .836

20.4(:£) 659.1 38.71 .802 98.1 86.5 21.35 .837

20.497 659.9 38.65 .804 98.0 82.6 21.34 .837

20.515 660.5 38.59 .805 97.8 79.4 21.33 .837

20.520 660.8 38.52 .806 97.6 76.6 21.30 .837

20.510 662.0 38.39 .807 97.6 75.6 21.27 .837

20.486 660.8 38.33 .809 97.2 69.8 21.19 .837

20.432 660.9 38.18 .810 96.9 66.7 21.10 .836

300.0 0.10 0.2 20.39 16.24 19.51

300.0 0.30 0.2 19.95 16.26 19.52

300.0 0.50 0.2 19.71 16.26 19.52

300.0 0.70 0.2 19.55 16.28 19.52

299.9 1.00 0.2 19.37 16.29 19.52

299.7 1.40 0.2 19.19 16.29 19.52

300.0 1.80 0.2 19.06 16.27 19.51

300.0 2.20 0.2 18.95 16.27 19.50

300.0 2.60 0.2 18.85 1627 19.49

271.0 3.00 0.2 18.75 16.27 19.48

300.0 4.00 0.2 18.58 16.25 19.49

285.2 5.00 0.2 18.42 16.21 19.51
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Table 7.7 Sensitivity of Front Junction Depth, Case 3, d = I ram, Op, = 2

_ ms lot let

eft v._ J. ff C,# p, eft ff Xt. Xf Xb Do Ds D_

20.790 651.4 38.88 .g21 98.6 327.1 21.16 .836 300.0 0,10 36.6 19.94 16.17 i9 14

20.912 652.1 38.88 .g25 98.6 240.4 21.19 .836 500.0 0.30 36.6 19.52 16.14 19.08

20.950 652.4 38,86 .826 98.5 206.7 21.19 .836 300.0 0,.50 36.6 19.31 16.14 19.08

20.967 652.5 38.83 .827 98.4 180.5 21.17 .836 500.0 0,80 36,6 19.10 16.13 19.08

21.007 653.8 38.80 .828 98.4 171.1 21.20 .836 300.0 1.00 $0.0 1&98 16.12. 18.93

20.963 652.4 38.79 .828 98.3 159.2 21.14 .836 300.0 1.20 36.6 18.90 16.13 19.08

20.950 652.2 38.76 .829 98.3 149.3 21.12 .835 300.0 1.50 36.6 18.78 16.12 19.07

20.920 651.7 38.73 .829 98.2 138.6 21.08 .835 300.0 2.00 36.6 18.61 16.08 19.07

Table 7.8 Sensitivity of Front Junction Depth, Case 3, d = 2 ram, Opl = 2

t: _ tot tot tot

eff Vet Jr= ff Ctn Pe eft ff Xt. Xf Xe Do De DL

20.060 643.2 38.88 .802 98.6 174.9 20,86 .834 300.0 0.I0 50.0 20.26 16.13 18.92

20.339 647.4 38.83 .809 98.4 142.1 20.99 .835 300.0 0.30 50.0 19.81 16.12 18.92

20.4a6 649.3 38.79 .812 98.3 129.5 21.04 .835 300.0 0,50 50.0 19.59 16.12 18.92

20.502 650.5 38.75 .813 98.2 121.8 21.06 .835 300.0 0,70 50.0 19.43 16.12 18.93

20.546 651.3 38.71 .815 98.1 113.7 21.06 .835 300.0 1.00 50.0 19.25 16.10 18.92

20..574 652.1 38.64 .816 98.0 105.3 21.05 .&35 300.0 1..50 .50.0 19.04 16.09 18.93

20.574 652.4 38.57 .818 97.8 98.8 21.02 .835 300.0 2.00" 50.0 18.88 16.10 18.93

20.560 652.3 38.51 .818 97.6 93.7 20.98 .835 300.0 2.50 50.0 18.75 16.08 18.92

20.538 652.2 38.45 .819 97.5 89.8 20.94 .835 300.0 3.00 50.0 18,63 16.06 18.92

Table 7.9 Sensitivity of Front Junction Depth, Case 3, d = 3 mm, Opt = 2

t_ tt let tot

elf Vet J= ff C-.tff Pe eft ff XL Xr Xb Do DB DL

19.296 631.2 38.87 .786 98.5 108.4 20.41 .832 300.0 0.10 50.0 20.49 16.08 18.90

19.679 640.0 38.78 .793 98.3 98.1 20.69 .833 300.0 0,30 50.0 20.00 16.07 18.92

19.831 643.9 38.69 .796 98.1 93.1 20.78 .834 300.0 0.50 50.0 19.77 16.09 18.92

19.917 646.2 38.61 .798 97.9 89.4 20.83 .835 300.0 0.70 50.0 19.60 16.12 18.92

19.946 647.2 38,57 .799 97.8 88.3 20.84 .835 300.0 0.80 50.0 19.53 16.14 18.92

19.992 648.4 38.54 .800 97.7 86.3 20.87 .835 300.0 1.00 50.0 19.42 16.13 18.92

20.056 650.3 38.44 .802 97.4 81.7 20.88 .835 300.0 1.50 50.0 19.20 16.14 18.92

20.084 651.2 38.37 .804 97.3 78.6 20.88 .835 300.0 2.00 50.0 19.04 16.14 18.93

20.093 651.6 38.31 .805 97.1 75.8 20.86 .835 300.0 2.50 50.0 18.90 16,12 18.93

20.094 651.5 38.31 .805 97.1 7$.3 20.85 .835 300.0 2.52 SO.O 18.90 16.12 18.93

20.090 651.9 38.23 .806 96.9 73.0 20.82 .835 300.0 3.00 50.0 18.79 16.13 18.93

20.064 651.8 38.12 .808 96.6 69.5 20.76 .835 3C0.0 4.00 50.0 18.60 16.I1 18.93

20.022 651.3 38.03 .808 96.4 66.5 20.68 .835 300.0 5.00 50.0 18.45 16.07 18.93
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Table 7.10 Sensitivity of Front Junction Depth, Case 4, d - 1 nun, Opt- 2

tr • leg _ tog

eft V,_ J,_ ff Car p® eft ff XL Xf Xb Do De 13I.

20.048 630.0 38.76 .821 98.3 221.2 20.30 .831 292.3 0.10 50.0 20.15 16.02 18.68

20.051 629.5 38.78 .821 98.3 206.3 2029 .831 300.0 0.11 $0.0 20.13 16.01 18.69

20.037 629.9 38.65 .823 98.1 182.7 20.24 .831 285.1 0.20 50.0 19.90 16.04 18.68

19.942 629.0 38.52 .823 98.2 145.5 20.11 .830 251.9 0.40 50.0 19.67 15.82 18.69

19.922 628.7 38.45 .824 97.5 150.8 20.09 .831 300.0 0-50 50.0 19.51 16.02 18.68

19.773 628.4 38.19 .824 97.0 149.1 19.94 .831 277.4 0.75 50.0 19.28 15.99 18.68

19.634 627.9 37.91 .825 96.4 126.5 19.77 .831 272,5 1.00 50.0 19.20 15.95 18.69

19.337 626.3 37.45 .824 95.3 125.9 19.47 .830 265.2 1-50 50.0 18.93 15.91 !G.69

19.077 622.8 37.23 .823 94.4 141.3 19.22 .829 300.0 2.00 50.0 18.62 15.91 18.68

18.811 620.9 36.89 .821 93.9 142.9 18.96 .828 262.1 2.50 50.0 18.43 15.73 18.69

Table 7.11 Sensitivity of Front Junction Depth, Case 4, d - 2 ram, Opt- 2

tr _ t,_ _ Jog

eft V** J,_ ff C-_tr p, eft ff Xt Xf Xb Do DIs DL

19.489 624.8 38.75 .805 98.4 134.0 20.10 .830 283.6 0.10 50.0 20.40 15.97 18.59

19.587 626.5 38.58 .810 97.8 107.2 20.07 .830 297.4 0.30 50.0 19.97 15.97 18.63

19.588 626.5 38.55 .811 97.7 104.6 20.06 Jk30 300.0 0.31 $0.0 19.96 16.00 18.66

19.545 627.3 38.35 .813 97.2 96.9 19.98 .830 300.0 0.50 50.0 19.75 15.99 18.66

19.413 627.4 38.02 .814 96.4 89.8 19.81 .830 3130.0 0.80 50.0 19.54 15.97 18.66

19.305 627.4 37.81 .814 95.9 90.7 19.70 .830 292.5 1.00 50.0 19.41 15.95 18.61

19.032 626.4 37.3,1 .814 94.6 87.5 19.40 .830 300.0 1.50 50.0 19.19 15.88 18.72

18.756 625.3 36.87 .813 93.5 88.4 19.12 .829 300.0 2.00 50.0 18.99 15.86 18.69

Table 7.12 Sensitivity of Front Junction Depth, Case 4, d = 3 mrrt, Opt = 2

h" If Io I Io I Io I

elf V,c JK ff Cea Pt eft ff XL Xr Xb Do De DL

18.912 617.0 38.75 .791 98.2 87.3 19.81 .828 300.0 0.10 50.0 20.60 15.95 18.72

19.050 620.5 38.59 .796 97.8 79.4 19.86 .829 300.0 0.20 50.0 20.31 15.96 18.69

19.096 622.7 38.46 .798 97.5 76.3 19.87 .830 300.0 0.30 50.0 20.14 15.97 18.71

19.103 623.8 38.31 .799 97.1 72.9 19.83 .830 300.0 0.40 $0.0 20.02 15.97 18.71

19.088 624.9 38.19 .800 96.8 72.4 19.81 .830 300.0 0.50 50.0 19.91 15.98 18.73

19.060 625.4 38.07 .801 96.5 71.2 19.76 .830 300.0 0.60 50.0 19.82 15.97 18.73

18.982 626.5 37.81 .801 95.9 70.8 19.67 .830 300.0 0.80 49.5 19.67 15.99 18.74

18.889 626.9 37.57 .802 95.3 69.8 19.56 .830 300.0 1.00 49.5 19.55 15.99 18.75

18.628 627.1 37.02 .803 93.8 69.2 19.27 .830 300.0 1.50 49.5 19.32 15.97 18.74

18.36,t 626.0 36.55 .803 92.7 67.7 18.98 .829 300.0 2.00 49.5 19.17 15.88 18.73
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Table 7.13 Sensitivity of Front Junction Depth, Case 5, d - 1 ram, Opt - 2

If _ leg leg leg

eft" Vec J_ _" C_ p, eft ff XL Xr Xe Do De DL

19.588 638.6 37.34 .821 98.9 270.1 19.87 .833 100.0 0.10 0.2 20.03 16.29 19.21

19.652 639.5 37.31 .824 98.8 221.4 19.89 .833 100.0 0.30 0.2 19.56 16.29 19.25

19.663 639.8 37.27 .1t24 98.7 21M.0 19.88 .833 100.0 0.50 0.2 19.30 16.30 19.25

19.663 639.8 37.28 !k24 9g.g 203.8 19.88 JI33 100.0 0.52 02, I9.29 16.29 19.27

19.659 639.8 37.27 .825 98.7 199.4 19.87 .833 100.0 0.70 0.2 19.10 16.29 19.27

19.642 639.7 37.22 .825 98.6 187.9 19.84 .833 100.0 1.00 0.2 18.89 16.29 19.22

19.606 639.1 37.19 .825 98.5 180.4 19.79 .833 1O0.0 1.50 0.2 18.60 16.28 19.23

19.563 638.5 37.14 .825 98.4 172.9 19.74 .833 I00.0 2.00 0.2 18.38 16.27 19.14

Table 7.14 Sensitivity of Front Junction Depth, Case 5, d = 2 ram, Opl = 2

I: lw leg leg log

elf V_ 1= ff C_ p, eft ff Xl. Xf Xb Do De Dt

18.906 628.3 37.33 .806 98.9 142.3 19.51 .832 100.0 0.10 3.5 20.35 16.19 18.4"_

19.138 634.8 37.23 .810 98.6 129.2 19.68 .833 100.0 0.30 0.2 19.85 16.30 19.21

! 9 183 636.5 37.19 .810 98.5 127.9 19.72 .833 100.0 0.50 0.2 19.58 16.29 19.22

19.196 637.2 37.15 .811 98.4 124.9 19.72 .833 1(30.0 0.70 0.2 19.40 16.29 19.20

19200 636.9 37.12 ./112 98.3 117.1 19.69 .833 IO0.O 0.77 0.2 19.38 16.28 19.23

19.195 637.6 37.09 .812 98.3 121.4 19.70 .833 100.0 1.00 0.2 19.20 16.28 19.21

19.169 637.9 37.02 .812 98.0 119.4 19.67 .833 100.0 1.50 0.2 18.93 16.28 19.20

Table 7.15 Sensitivity of Front Junction Depth, Case 5, d = 3 ram, Opt = 2

u [r lell leg let

elf V= J= ff Ce_r Pe eft ff X L Xt Xb Do De DL

18.311 620.3 37.28 .792 98.8 93.8 19.20 .830 100.0 0.10 0.2 20,55 16.20 18.11

18.533 626.9 37,13 .796 98.3 86.9 19,35 .831 100.0 0.30 0.2 20.05 16.21 18.15

18.598 630.5 37.04 ,796 98.1 89.0 19,43 .832 100.0 0.50 0.4 19.78 16.23 18.21

18.618 631.8 36.97 .797 97.9 87.9 19.44 .832 100.0 0.70 0.2 19.60 16.22 18.18

18.684 634.0 36.93 .798 97.8 86.7 19.49 .832 100.0 0.80 0.2 19.53 16.27 19.27

18.694 633.9 36.92 .798 97.8 8_.9 19.48 .832 100.0 0.81 0.2 19.53 16.27 1927

18.684 634.8 36.87 ,798 97.7 86.5 19.49 .832 100.0 1.00 0.2 19.40 16.28 19.34

18.647 635.7 36.71 399 97.2 85.9 19.44 .833 100.0 1.15 0.2 19.31 16.40 18.86

18,601 634.6 36.78 .797 97.4 89.6 19,43 .832 100.0 1.50 0.9 19.13 16.26 18.33

18.561 634.4 36.74 ,796 97.3 90.3 19.39 .832 1(30.0 2-00 1.0 18.93 16.22 18.21
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Table7.16SensitivityofFrontJunctionDepth,Case6, d ,. 1 mm, Opi - 2

eft r V_ Jz f]" Ctff p¢ e_" _" X L Xf Xe Do DB DL

19.102 628.0 37.06 .821 98.2 239.0 19.35 .831 100.0 (3.10 24.3 20.11 16.06 19.00

19.156 629.0 37.02 .823 98.1 202.2 19.37 .831 100.0 0.30 24.3 19.63 16.07 19.02

19.164 629.5 36.99 .823 98.0 193.0 19.36 .832 100.0 0.50 24.3 19.36 16.07 19.05

19.16,5 629.6 36.98 .823 97.9 190.8 19.36 .832 100.0 0,52 24.3 19.35 16.08 19.03

19.162 629.5 36.96 .823 97.9 182.7 19.35 .g3! 100.0 0.70 24.3 19.18 16.08 19.01

19.148 629.6 36.94 .823 97.8 180.5 19.33 .831 1(30.0 1.00 24.3 18.95 16.07 19.04

19.121 629.3 36.90 .824 97.7 174.4 19.30 .831 100.0 1.50 24.3 18.66 16.06 19.00

19.090 628.9 36.87 .823 97.6 172.5 19.27 .831 1(30.0 2.00 24.3 18.42 16.05 19.00

Table 7.17 Sensitivity of Front Junction Depth, Case 6, d = 2 nun, Op_- 2

u _ tee tee Jog

eft" V_ J,_ ff C-_ft p, eft ff X L Xt X, Do DI DL

18.571 62t.5 37.05 .807 98.1 131.1 19.12 .830 I(30.0 0.I0 24.2 20.40 16.04 19.01

18.699 625.0 36.95 .810 97.9 118.2 19.19 .831 1(30.0 0.30 24.2 19.91 16.06 18.99

18.731 626.3 36.90 .81 i 97.7 114.8 19.20 .831 100.0 0.50 24.2 19.66 16.05 18.99

18.737 627.1 36.83 .811 97.6 112.4 19.20 .831 100.0 0.67 24.1 19.50 16.07 19.04

18.737 627.1 36.83 Jill 97.6 112.1 19.20 X31 100.0 0.70 24.2 19.48 16.07 19.00

18.730 627.9 56.77 .811 97.4 113.1 19.19 .831 100.0 1.00 24.2 19.26 16.07 19.03

18.705 628.2 34_70 .811 97.2 112.2 19.16 .831 100.0 1.50 24.2 19.00 16.06 1_.03

18.676 628.4 36.65 .811 97.1 114.4 19.14 .831 I00.0 2-00 24.2 18.77 16.07 19.03

Table 7.18 Sensitivity of Front Junction Depth, Case 6, d = 3 ram, Op_- 2

Ix I= log loll toll

eft" Vo_ J= ff C-,en Pe eft ff Xt. Xf Xb Do De Dr.

18.027 613.8 37.04 .793 98.1 87.0 18.84 .829 I00.0 0.I0 24.3 20.60 15.97 18.95

18.203 620.1 36.83 .797 97.5 81.5 18.96 .830 I00.0 0.30 24.2 20.10 16.02 19.04

18.246 622.7 3633 .798 97.3 80.8 18.99 .830 100.0 0.50 24.3 19.85 16.02 19.05

18.256 624.1 36.68 .798 97.1 82.1 19.01 .830 100.0 0.70 24.3 19.66 16.01 19.00

18.256 624.2 36.66 .798 97.1 81.9 19.01 .831 100.0 0.72 24.3 19.65 16.02 19.00

18.255 624.5 36.63 .798 97.0 81.3 19.00 .831 100.0 0.80 24.3 19.59 16.02 19.00

18.249 625.6 36.55 .798 96.8 82.7 19.00 .831 I00.0 1.00 24.3 19.45 16.06 19.03

18.220 626.6 36.45 .798 96.6 84.0 18.98 .831 I00.0 1.50 24.3 19.19 16.06 19.04

18.188 626.8 36.41 .797. 96.4 85.0 18.96 .831 100.0 2.00 24.3 18.99 16.03 19.00
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Table 7.20 High-Low Emmittex, Cases 1-6, d = 1 mm_ Opt - 2

It log lot log log

eft V= J,, ff ¢,f p, eft tT Xc Xr X, Xb Do D, Ds Dr.

22.796 695.6 39.16 .837 99.5 109.9 22.92 .841 253.4 0.1 5.7 0.2 18.76 17.22 16.43 18.95

21.580 667.2 38.91 .831 98.9 150,1 21.75 .838 293.1 0.1 5.6 0.2 19.37 16.92 16.29 19.53

21.086 656.4 38.68 .830 98.3 151.0 21.24 .836 2500.0 0.1 5.6 50.0 19.37 16.89 16.16 18.93

20.05"7 630.4 38.71 .822 98.3 207.8 20.28 .831 300.0 0.1 2.I 50.0 20.11 16.18 16.01 18.70

19.717 624.8 37.70 .837 95.8 194.4 19.57 .831 I00.0 0.1 2.2 0.2 19.42 17.29 16.30 19.34

19.208 618.2 37.87 .821 96.2 187.3 19.41 .829 I{20.0 0.1 2.6 24.0 19.47 17.16 16.11 19.02

Table 7.21 High-Low Emmitter, Cases 1-6, d = 2 ram, Opt = 2

is It log log log log

eff Voc J= ff Ctf p, eft ff X L Xt Xt Xb Do D= DB DL

22.528 694.4 39.07 .830 99.3 61.3 22.81 .g41 251.5 0.1 10.2 0.2 18.76 17.22 16.38 18.96

21.201 666.7 38.69 .822 98.3 89.3 21.61 .838 290.6 0.1 5.7 0.2 19.33 17.30 16.28 19.51

20.718 656.0 38.44 .821 97.6 8"7.7 21.09 .836 300.0 0.1 5.7 50.0 19.34 17.29 16.15 18.93

19.587 626.8 38.52 .811 97.9 104.9 20.05 .830 300.0 0.4 0.7 50.0 20.00 14.17 15.99 18.71

19.515 626.9 38.61 .806 98.1 132.5 20.10 .831 300.0 0.1 2.3 50.0 20.31 16.41 15.99 18.71

19.259 623.6 37.56 .822 95.4 120.4 19.45 .830 I00.0 0.1 3.6 0.2 19.43 17.36 16.28 19.33

18.776 617.2 37.68 .807 95.7 115.3 19.28 .829 I(20.0 0.1 4.2 23.9 19.45 17.26 16.09 19.03

Table 7.22 High-Low Emm/tter, Cases I-6,d = 3 ram, Opi = 2

tr It log log log log

eft Vo_ Jt_ ff C-eft Pt eft IT XL Xt X_ X_ Do De DB DL

22.181 693 4 39.01 .820 99.1 53.6 2Z74 .841 264.0 0.I 7.9 0.2 18.77 17.51 16.38 18.96

20.773 666.1 38.46 .811 977 67.4 21.46 .838 295.5 0.1 6.2 0.2 19.32 17.46 16.27 19.53

20314 655.5 38.19 .812 97.0 63.9 20.93 .836 300.0 0.1 7.2 50.0 19.34 17.38 16.14 18.92

19.103 624.4 38.26 .800 97.2 74.2 19.83 .830 300.0 0.5 0.4 50.0 20.02 14.00 15.98 18,70

18.902 618.5 38.63 .791 98.1 90.0 19.80 .829 300.0 0.I 3.0 50.0 20.56 15.96 15.94 18.68

18734 622.0 37.35 .806 94.9 87.6 19.28 .830 100.0 0.1 5.4 0.2 19.42 17.33 16.23 19.25

18.280 616.1 37.43 .793 95.1 86.1 19.11 .829 100.0 0.1 5.6 24.0 19.43 17.30 16.06 19.02
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8 High Efficiency Concepts

In this chapter, the results from the previous two sections will be used along

with several modifications to the SCAP1D code to define cell designs which

achieve high efficiencies. Two new objectives, the maximization of Voc and Jsc,

will be used to determine the limitations on efficiency and explore possible

improvements in cell design. Light trapping will be used to define higher

efficiency designs, and results will be given for the six cases defined in chapter six.

A limit analysis will be carried out to determine how cell efficiency is affected by

the different physical mechanisms that limit cell efficiency and to define upper

bounds for efficiency. The results given in this work will be compared to the

theoretical upper bounds.

8.1 Maximizing Voc and Jsc

In this section, two new objective functions, the maximization of Voc and Jsc,

will be considered. The designs that optimize Voc and Jsc will have efficiencies

that are less than the designs found in chapter six that optimize efficiency. The

results of this section, however, will determine to what extent Vo,: or J_ limit the

efficiency of the cells discussed in chapter 6.

In chapter six, the sensitivity analysis with respect to cell thickness suggested

that, for cells with both surfaces passivated, the best values of open circuit voltage,

fill factor, and collection efficiency were attained by thin cells. This can be vali-

dated by maximizing Voc. Also, comparing the designs for maximum Voc and the

designs for'maximum Jsc will illustrate the tradeoffs that must be made in design-

ing a cell for maximum efficiency.

The numerical methods used to implement the maximization of Voc and Jsc

are similar to those described in chapter four for the maximization of efficiency.

The solution associated with a previous function call in the optimization is used to

initiate SCAPID so that the numerical effort required to complete an optimization

is significantly reduced. The methods used are described in appendix A.
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Table 8. I shows the results of maximizing the open circuit voltage for each of

the six cases defined in chapter six. If both surfaces arc passivated, the optimal

thickness for maximum Voc is very thin. Case six, which models a cell with an

ohmic back contact, also results in a thin cell because of the low value of SRH

lifetime used (_0 = 0.I ms).

The bulk doping concentration also varies significantly between the cases that

do and do not have both surfaces passivated. If both surfaces are passivated, the

optimal D B for maximum Voc is at or near the lower bound of 1014. The low bulk

doping, coupled with a thin cell thickness, results in excellent collection efficiency

as well as maximum Voc. For cells with poor surface passivation, the optimal

value of D B for maximum Voc is around 2 x I017.

The differences in the optimal value of D B illustrate two diametrically oppo-

site cell designs for increasing Voc. For cells with both surfaces well passivated,

the emphasis is on decreasing the bulk recombination to increase Voc. This is

achieved with the low bulk doping and the thin cell thickness. If the back surface

is not well passivated, however, decreasing the cell thickness results in significant

back surface recombination. Hence, the tradeoff is no longer favorable. Instead,

the cell thickness is increased to isolate the generated minority carriers, and the

bulk doping concentration is raised to increase the integrated base doping.

Table 8.2 shows the results of maximizing the short circuit current density for

the six cases defined in chapter six. The optimal value of J_c shows significantly

less variation than Voc. There is a slight decrease in the optimal value of Jsc in

cases five and six reflecting the lower value of SRH saturation lifetime modeled in

these cases.

The optimal cell design for maximum Jsc also shows little variation. The bulk

doping is at the lower bound to preserve the SRH lifetime and diffusion length.

The cell thickness is at the upper bound to increase the absorption of the incident

energy. The thick BSF, which was optimal when maximizing efficiency for a cell

with a Ixx_dy passivated back surface, is eliminated to reduce the bulk recombina-

tion. The back surface recombination is decreased instead by a thin heavily doped

BSF.

The emitter is doped significantlylower to maximize Jsc than to maximize

Voc. The situationis reversed for the BSF. This reflectsthe need to avoid Auger

recombination near the front surface, where most of the carriers arc generated,

when maximizing Jsc.

Table 8.3 shows the percent improvement of the maximized values of Voc and

J_ compared to the Voc and Jsc that resultswhen the efficiency is optimized (from

119



Table 8.1 Maximization of Vo_, Cases 1-6

log log log

care eff Vo_ J. V=p ff Ctft Xt. Xt Xb Do De Dr. Opt

1 21.360 732.2 34.64 645.3 .842 100.0 23.5 0.10 0.2 18.84 14.00 18.92 2

2 20.290 683.1 35.72 597.2 .832 99.9 36.7 0.10 0.2 19.38 14.44 19.45 2

3 19.930 666.6 35.63 584.5 .839 90.3 300.0 0.10 10.4 19.29 17.46 19.34 2

4 18.700 638.4 35.13 557.5 .834 90.2 204.5 0.10 1.4 19.82 17.35 19.22 2

5 17.500 673.8 31.83 583.6 .816 99.9 liXO 0.10 0.2 19.32 14.00 19.37 2

6 17.930 641.9 33.50 560.6 .834 91.9 51.2 0.10 16.8 19.20 17.23 19.18 2

Table 8.2 Maximization of J,,, Cases 1-6

log log log

case elf Vo, Jtt V,,,p ff C,_ XL Xr X_ Do D8 DL O_

1 21.930 702.7 39.4.4 600.5 .791 100.0 300.0 0.10 1.6 18.13 14.00 19.05 2

2 19.870 647.1 39.43 548.8 .779 100.0 300.0 0. I0 0.2 16.99 14.00 19.60 2

3 18.790 596.6 39.43 510.6 .799 100.0 300.0 0.10 0.5 18.87 14.00 20.60 2

4 18.240 617.3 39.40 514.7 .750 99.9 300.0 0.10 0.2 19.02 14.00 19.87 2

5 15.720 591.9 39.32 463.9 .676 99.7 300.0 0.10 0.2 19.03 14.00 19.55 2

6 15.650 574.7 39.32 459.5 .692 99.7 300.0 0.I0 0.7 18.40 14.00 20.51 2

Table 8.3 Percent Improvement in Voc and J_

vo¢ Jw,

case 1 4.4% 1.2%

case 2 2.2% 0.9%

case 3 1.5% 1.4%

case 4 1.1% 1.6%

case 5 4.8% 5.3%

case 6 1.6% 6.1%
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chapter six). Disregarding the large improvements in Js¢ in cases 5 and 6, which

are the result of raising the upper bound on cell thickness from 100 _ to 300 _m,

in all the cases but one there is more to be gained in Voc than in Jsc- Furthermore,

the values for Js_ are at or near the upper bound for an optical path of 600 I_m (see

figure 3°1), and there is very little improvement to be gained by further increasing

the optical path (figure 3.2 suggests that by 600 _un 98% of the photons of energy

greater than 1.1eV have been absorbed). An upper bound for Voc is not as easily

established, but, as expected, the Voc'S in table 8.1 do not approach the theoretical

maximum of 1.1 V.

Both surfaces must be passivated for a design to exist that significantly

increases V_. The better the surface passivation (e.g., case 1), the greater the

increase in Voc. Assuming both surfaces are passivated, a lower SRH lifetime

(e.g., case 5) results in a greater percentage increase in V_ by changing to a thin

cell design.

8.2 Light Trapping

The results of chapter six and the previous section suggest that significant

improvements in cell efficiency can be made for ceils with both surfaces passivated

if the absorption of thin cells can be increased. This has also been reported in the

literature by several authors [e.g., 8.1-8.3]. The absorption of thin cells can be

increased by increasing the optical path that the incident illumination must pass

through before leaving the cell (without increasing the cell thickness). By assum-

ing the use of a perfect back surface reflector, the optical path is twice the cell

thickness (Opl = 2). By taking advantage of the high index of refraction of silicon

and using surface texturing (or other light scattering schemes), it is possible to use

refraction and/or total internal reflection to trap the light in the cell so that the opti-

cal path is many times the cell thickness [8.2, 8.4-8.7]. This section will investi-

gate the use of light trapping in designing high efficiency silicon solar ceils. It was

necessary to modify SCAP1D to include light trapping in the code (see appendix

A).

For all the results in this section, the effects of lateral resistance will be calcu-

lated using a grid spacing, defined in chapter 7, of d = 1 ram. The reflection and

shadowing factor is 7%. The doping profile makes use of the complementary error

function, as illustrated in figure 2.1.

Tables 8.4-8.6 show the results of optimizing cases 1-6 with Opl = 2 (summar-

ized from results given in chapter 7), Opl = 10, and Opl = 20. For all the cases, the

optimal value of the cell thickness decreases as absorption is enhanced. For almost

all the cases, the optimal values of the doping concentrations decrease slightly as
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Table 8.4 From chapter 7, Op, = 2, cases I-6

eft Voc J_ ff Celt Pe eft" ff XL Xt 7.4, Do D! Dr.

1 22.684 695.4 39.07 .835 99.5 152.4 22.86 .841 254.3 2.50 0.2 18.27 16.44 18.89

2 21.478 663.9 39.03 .829 99.0 188.8 21.70 .837 297.6 0.84 0.2 19.01 16.29 19.52

3 21.007 653.8 38.80 .828 98.4 171.1 2120 .836 300.0 1.00 50.0 18.98 16.12 18.93

4 20.051 629.5 38.78 .821 98.3 206.3 20.29 JDl 3GO.O 0.11 50.0 20.13 16.01 18.69

5 19.663 639.8 37.28 .824 98.8 203.8 19.88 .833 100.0 0.52 0.2 19.29 16.29 19.27

6 19.165 629.6 36.98 .823 97.9 190.8 19.36 .832 100.0 0.52 24.3 19.35 16.08 19.03

c_se

Table 8.5 Light trapping included, Opi = 10, cases 1-6

It l Iol log Iol

eft V_ J_ ff C_ Oe eft ff Xt, Xf Xb Do De DL

1 23.750 713.0 39.M .836 99.8 179.0 23.97 .844 822 2.27 0.2 18.21 16.40 18.88

2 22.309 673.3 39.89 .831 99.5 198.6 22.55 .839 112.6 0.83 0.2 18.99 16.28 19.43

3 21.617 655.0 39.88 .828 98.3 177.0 21.83 .836 262.0 0.84 50.0 19.09 16.06 18.93

4 20.680 632.4 39.74 .823 98.3 184.8 20.90 .832 205.1 0.18 50.0 19.96 15.92 18.62

5 21.109 653.5 39.12 .826 99.3 226.3 21.37 .836 47.3 0.50 0.2 19.24 16.35 19.29

6 20.260 631.5 38.98 .823 97.5 184.1 20.47 .832 91.1 0.69 24.1 19.19 16.03 18.96

case

Table 8.6 Light trapping included, Op_= 20, cases 1-6

It" h' Io| log log

eft V_ J_ ff Ceff Pe eft ff XL Xf Xt, Do DB DL

1 23.996 716.5 40.03 .837 99.9 177.4 24.21 .8_1 59.4 2.38 0.2 18.18 16.34 18.88

2 22.501 673.9 40.19 .831 99.5 195.8 22.74 .840 103.9 0.85 0.2 18.99 16.26 19.42

3 21.787 655.1 40.18 .828 98.2 168.0 21.99 .836 264,4 1,01 50,0 19.(30 16.04 18.91

4 20,851 632.9 40.06 .822 98.3 195.8 21.09 .832 204.5 0.15 50.0 20,02 15.93 18.63

5 21.464 658.4 39.46 .826 99.5 233.0 21.74 .837 33.4 0.54 0.2 19.17 16.36 19.30

6 20.434 631.8 39.29 .823 97.5 182.9 20.65 .832 87.3 0.58 23.6 19.31 16.00 18.96

Table 8.7 Percent Improvement in Efficiency, V_, and Jg (Opt = 2 as baseline)

eft

Opl= 10 Opjffi20

case1 4.7% 5.8%

case2 3.9% 4.8%

case3 2.9% 3.7%

case4 3.1% 4.0%

case5 7.4% 9.2%

case6 5.7% 6.6%

W_

O# = 10 Opt = 20

2.5%

1.4%

0.2%

0.5%

2.1%

0.3%

Opa = 10 Op_= 20

3.0% 2.0%

1.5% 2.2%

0.2% 2.8%

0.5% 2.5%

2.9% 4.9%

0.3% 5.4%

2.5%

3.0%

3.6%

3.3%

5.8%

6.2%
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absorption is enhanced.

In table 8.7, the effect of light trapping on cell efficiency, Voe, and Jse is

compared to the results of chapter 7 (given in table 8.4). Cases 5 and 6 show the

largest percent improvements in efficiency. The large increases in Jse in cases 5

and 6 reflect the fact that the upper bound for cell thickness was 100 i.tm in chapter

7.

Only the cells that have good front and back surface passivation show

improvement in Voe, and they fail to achieve the maximum Voe solved for in the

previous section at Opi = 2 (including light trapping in the maximization of Vo¢

results in only small increases in the maximum value of Voc associated with

increasing the excess carder concentration). The main reason these cells fail to

achieve the maximum Voe is the maximum efficiency cell design has significantly

higher bulk recombination. The cell designs for maximum Voe are thinner and the

bulk doping is at the lower bound. It was shown in section 6.7 that there is a local

maximum for efficiency associated with very thin cells and very light base doping

at high lifetimes and low values of surface recombination velocities. Although this

local maximum exist for cases 1 and 2, it is not the global maximum with respect

to efficiency.

8.3 Limit Analysis

In this section, an upper bound will be set for the best efficiency that can be

achieved by a silicon solar cell by making use of the SCAP1D and optimization

codes. This will be achieved by disabling many of the physical mechanisms which

lower the efficiency (e.g., recombination, shadowing and reflection, and bandgap

narrowing). The upper bound will then be tightened by including unavoidable

losses in the optimization runs. The results will then be compared to the

efficiencies calculated in the previous section.

The first upper bound on cell efficiency requires only the spectrum of the

incident illumination and the bandgap of silicon. Figure 8.1 illustrates the genera-

tion rate versus the optical path for the AM1.5 spectrum of concentration 1.2022

(100mW/cm 2) with a reflection and shadowing factor of 0%. Assuming each pho-

ton of energy greater than the bandgap generates one electron hole pair and the

incident energy is almost entirely absorbed by 2000 lain (checked by integrating the

AM1.5 spectrum for the number of photons greater than the bandgap of silicon),

the maximum possible current density for a silicon cell is 43.36 mA/cm 2. Assum-

hag each photon contributes the maximum energy to the load (1.1 eV per photon),

an upper bound for the efficiency of a silicon solar cell is 47.7%.
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The next bound is calculated by considering only the effects of radiative

recombination. To do this itwas necessary to modify SCAPID to include radia-

tive recombination (see appendix A). Auger recombination, SRH recombination

and bandgap narrowing are alldisabled. SR}-I recombination is disabled by setting

= 10 seconds and Xl)= 5 seconds (zu0 = 10 seconds, xp0 = 5 seconds, and _ =

Zkp = I x 105° in equation 3.14a and 3.15b). Therefore, radiativerecombination is

the dominant recombination process over the range of doping concentrations con-

sidcrcd (I x 1014 to 4 x 102°). The surface recombination velocities arc set to

zero, and the reflectionand shadowing factor isset to zero.

Table 8.8 shows the resultsof optimizing the cell efficiency under the above

conditions. Three optical path length factors were considered; Opl = 2, Opl = 10,

and Opl = 20. The optical path length factor,Opl, is a multiplicativefactor that

relates the cell thickness and the actual optical path of the incident energy. By

assuming a perfectback surface reflector,the opticalpath traversed by the incident

illumination is twice the cellthickness (Opl = 2). Optical paths greater than twice

the cell thickness are achieved by lighttrapping (see appendix A).

The results,= 30%, agree well with the limit calculated by Shockley and

Qucisser [8.8]. In [8.8],an upper bound of 30% was calculated for the efficiency

of a siliconsolar cellby considering the energy distributionsof the radiation emit-

ted by 300 K (solarcell)and 6000 K (the sun) black bodies and assuming radiative

recombination as the only loss mechanism. The differences in the limits arc a

resultof the differences between a 6000 K black body spectrum and the AMI.5

spectrum.

The lifetimeassociated with radiativerecombination is a linearfunction of the

doping concentration. The lifetime ishigh enough thatitis stillpossible to heavily

dope the emitter,bulk, and BSF to increase Voc. At a doping concentration of I x

1017 (= DB), the lifetimeassociated with radiativerecombination is 4 ms.

The effectof light trapping is to decrease the value of cell thickness that is

optimal. This decreases the amount of recombination in the cell and increases the

excess carrierconcentrations,both of which increase Voc. For all three cases, the

opticalpath is long enough thatover 98% of the photons of energy greater than I.I

eV arc absorbed.

The bound can bc further tightened by including Auger recombination in the

model. The resultsare shown in table 8.9. For the case with Opl = 2, the effect

on efficiency is a drop of 1.0 percentage point compared to table 8.8. The inclu-

sion of Auger recombination does not cause a largerdrop in efficiency because the

optimization resultsin lower doping concentrations. The reductions in the doping
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Table 8.8 Radiative Recombination Only

log log

df V= J= V=p ff C,u Xt. Xf X_ Do Do IX O_,

29.250 808.5 42.02 721.2 .861 100.0 224.7 0.18 0.4 19.90 16.7"/ 19.60 2

31.150 8.52.4 42.17 763.8 .867 100.0 41.4 0.19 0.4 19.90 16.96 19.61 10

31.793 867.5 42.21 778.4 .868 100.0 23.2 0.19 0.5 19.90 17.05 19.61 20

eff Vo_

Table 8.9 Radiative and Auger Recombination

log log log

J,_ V_, ff C.,_r Xt. Xf Xb Do Dr, IX O_

28.315 756.4 42.34 688.8 .884 100.0 282.1 0.65 0.2 15.75 15.98 17.42 2

29.803 785.9 42.54 719.4 .892 100.0 55.5 0.24 0.2 15.84 16.17 16.57 10

30.285 796.2 42.57 730.0 .894 100.0 31.1 0.10 0.2 15.77 16.27 16.67 20

eff V_, J,

Table 8.10 Radiative and Auger Recombination and BGN

tog k,s log

V=p ff C, iv Xt. Xf Xb Do De IX O_

28.279 755.3 42.35 687.7 .884 100.0 283.9 0.10 0.2 14.83 15.92 16.32 2

29.758 784.4 " 42.55 718.0 .891 100.0 56.2 0.11 0.2 15.65 16.09 16.60 10

30.232 794.4 42.59 728.1 .893 100.0 31.9 0.10 0.2 14.86 16.13 16.54 20

eff

Table 8.11 Radiative and Auger Recombination, BGN, St = i end's, and Sb = 1 cm/s

log log Io 8

V_, J,, Vw ff C,n Xt. Xf X_ Do De Dr. O_

28.197 753.6 42.41 685.1 .882 100.0 300.0 0.10 0.2 17.81 15.88 17.95 2

29.506 778.8 42.77 710.0 .886 t00.0 69.8 0.10 0.2 17.80 15.98 17.86 10

29.880 786.6 42-87 717.2 .886 100.0 43.1 0.10 0.2 17.82 15.99 17.85 20

eff

Table 8.12 Radiative and Auger Recombination, BGN, Sf = I0 cm/s, and Sb = I0 cm/s

tog log log

V_ J= Vmp ff C.tr Xc Xf X, Do De IX O_

27. 800 749.9 42. 42 677.5 .874 100.0 300.0 O.10 0.2 18.36 14.00 18.61 2

28.753 760.9 43.27 687.1 .873 100.0 142.5 0.10 0.2 18.32 15.73 18.44 10

29.005 761.2 43.63 687.2 .873 100.0 143.1 0.10 0.2 18.39 14.48 18.52 20
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Table 8.13 Radiative and Auger Recombination, BGN, St = 100 cm/s, and Sb = I00 cm/s

log log log

V= J, V w ft C,e XL Xf Xb De DI D_ O_

26.554 732.2 42.42 651.3 .855 100.0 300.0 0.10 0.2 18.91 14.00 19.13 2

27.397 732.9 43.71 652.0 .855 100.0 300.0 0. I0 0.2 18.91 14,00 19.13 10

27.625 733.1 44.06 652.2 .855 100.0 300.0 0.10 0.2 18.91 14.00 19.13 20

eff V=

Table 8.14 Radiative Recombination, St = 100 cm/s, and Sb = I00 cm/s

log log log

J. V®p ff C, rr XL Xf X_ Do Ds l_ O 4

29.239 807.8 42.04 720.5 .861 100.0 228.5 0.10 0.2 20.60 16.76 20.60 2

31.089 849.3 42.26 760.7 .866 100.0 44.4 0, I0 0.2 20.60 14.00 20.60 10

31.689 862.3 42.36 773.3 .868 100.0 26.0 0.10 0.2 20.60 14.00 20.60 20

Table 8.15 Radiative and Auger Recombination, BGN, St = I00 cm/s, Sb = I00 cm/s, and F = .07

log log log

eff V_ J, V_ ff C, rt XL Xt X_ De Da DL O;_

24.629 730.6 39.45 b49.6 .855 100.0 300.0 0.10 0.2 18.91 14.00 19.13 2

25.411 731.3 40,65 650.3 .855 I00.0 300,0 0,I0 0.2 18.90 14.00 19.13 I0

25.622 731.5 40.98 650.5 .855 100.0 300.0 0.10 0.2 18.91 14.00 19.13 20
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concentrations, however, result in a decrease in the integrated doping in the base

and emitter. This results in a reduction in Voc.

The optimal value of the front surface doping concentration is very low (= 6 x

10Is). This implies that the emitter may be in high injection at the contacts. The

boundary conditions for the majority carrier concentration used in SCAPID

assumed heavy doping at the contacts so that ohmic boundary conditions could be

used. If this boundary condition is violated, it would be equivalent to surface

recombination. Hence, the efficiency predicted by SCAP1D would be low.

Table 8.10 shows the results of also including bandgap narrowing in the

model. The emitter and the BSF are doped at concentrations that avoid the detri-

mental effects of heavy doping. Therefore, the change in efficiency from the previ-
ous case is minimal.

At this point one could argue that all the fundamental losses are included in

the analysis. Other losses such as SRH recombination, surface recombination, and

shadowing and reflection, although not unavoidable, are more closely related to the

technology used to produce the cell. Hence, we find that the upper limit on

efficiency is = 30% if light trapping can be successfully employed to achieve Opl =

20. The limit would be slightly higher if Opl were increased. The upper limit on

efficiency is 28.3% for Opl = 2. The results in the previous section fall well below
this limit.

Of course, it is not possible to achieve the above limits because other loss

mechanisms exist in the cell including surface recombination, SRH recombination,

and reflection. Also, for the conventional geometry considered in this work, there

are losses associated with shadowing and lateral resistance.

The effects of surface recombination are shown in tables 8.11-8.13. The

front and back surface recombination velocities are equal, and runs were made at 1,

10, and 100 cm/s. The upper bound on efficiency is substantially decreased as the

surface recombination velocities are increased to 100 cm/s.

As the surface recombination velocities are increased, it is necessary to more

heavily dope the emitter and BSF. Also, the cell thickness is increased to isolate

the generated carriers from the surfaces. Both of the above result in higher recom-

bination. Although the collection efficiency remains approximately at 100%, the

increase in recombination and bandgap narrowing result in a substantial decrease in

the Voc of the cell as the surface recombination velocities are increased.

Table 8.14, which shows the optimization results including surface and radia-

tive recombination only, illustrates that it is the combination of heavy doping

effects and surface recombination which results in the sudden decrease in the upper

bound for efficiency. If either surface recombination or heavy doping effects are
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not included in the model, a cell design can be found which achieves an efficiency

very close to the upper bound established by considering radiative recombination

only.

The effect of a 7% shadowing and reflection factor is illustrated in table 8.15.

By comparing tables 8.13 and 8.15 it is seen that not only is the short circuit

current density decreased by 7%, but the Voc also decreases slightly due to a

decrease in the excess carrier concentrations. This is the same effect which results

in higher efficiencies at higher sun concentrations. The effect of the 7% shadow-

ing factor is approximately a 7.25% reduction in efficiency.

Figure 8.2 summarizes how the upper bound of efficiency is affected by each

of the loss mechanisms considered so far in this section. The largest reductions in

the upper bound are a result of heavy doping effects in conjunction with surface

recombination velocities = 10 crrgs or greater and the inclusion of the reflection

and shadowing factor.

The effect of varying the SRH saturation lifetime (%0) has been discussed in

section 6.7. Now those results will be extended to include the effects of light

trapping and compared to the limits derived above.

In figure 8.2, cases E (table 8.11), F (table 8.12), and G (table 8.13) are each

extended by considering SRH recombination with a saturation lifetime (%0) of 100

ms, 10 ms, 1 ms, and 0.1 ms. The results of the optimizations are given in tables

8.16-8.27.

The addition of light trapping favors the local maximum associated with thin

cells and light bulk doping. In several cases, the design associated with the global

maximum changes as Opl is increased (e.g., table 8.21, 8.22, and 8.23). In generat-

ing the results given in tables 8.16-8.27, it was necessary to solve the maximization

of efficiency twice. One run was initiated from a cell with a bulk doping concen-

tration of 1016, while the other was initiated from a cell with a bulk doping con-

centration of 1014. If the two optimizations converged to different cell designs (for

some runs one or the other of the local maximums did not exist, as described in

section 6.7), the one with the greatest efficiency was reported.

For %0 = 0.1 ms, the optimal value of the bulk doping is never at the lower

bound. This could be due _o the lower bound of 10 I.tm on the cell thickness. For

the local maximums associated with D B = 1014, the lower bound on cell thickness

was active. If the lower bound for cell thickness was lowered and/or Op1 was

increased, the local maximum associated with light bulk doping would be the glo-

bal maximum.

Figure 8.3 illustrates the effect on efficiency of including SRH recombination

at different levels on cases E, F, and G from figure 8.2. The bulk lifetime
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eff

Table 8.16 BGN, Aug,, Rad, SRH (%o = 100 ms), Sf = 1 cm/s, Sb - 1 cm/s, F = 0

log log log

V_ Jw V=) ff C,a Xt. Xr Xb Do Du DL O_(

28.006 755.0 42.26 684.9 .878 100.0 266.4 0.10 0.2 17.88 14.00 18.06 2

29.432 779.9 42.70 710.2 .884 I00.0 64.6 {110 0.2 17.88 14.00 17.95 I0

29.833 787.9 42.81 717.7 .884 I00.0 40.0 0.I0 0.2 17.88 14.00 17.93 20

eff

Table 8.17 BGN, Auger, Ra& SRH (%o = I00 ms), St = I0 cm/s, Sb = I0 cm/s, F = 0

k_S log log

V_ J,_ V w ff C,a Xt. Xf X_ Do D! i_. O_

27.665 749.5 42.42 676.1 .870 I00.0 300.0 0.I0 0.2 18.40 14.00 18.61 2

28.695 764.2 43.12 689.0 .871 I00.0 111.3 {2.10 0.2 18.37 14.00 18.49 I0

28.950 765.4 43.43 690.1 .871 100.0 102.5 0.10 0.2 18.42 14.00 18.49 20

eff

Table 8.18 BGN, Auger, Rad, SRH (_=o = I00 ms), St = I00 cm/s, Sb = I00 cm/s, F = 0

log zg tog

V_ J._ V m ff Cdr XL Xr X, Do Ds DL O_

26.474 731.9 42.42 650.3 .g53 I00.0 300.0 0.I0 0.2 18.91 14.00 19.13 2

27.315 732.6 43.71 651.1 .853 I00.0 300.0 0.I0 0.2 18.91 14.00 19.13 10

27.543 732.8 44.06 651.3 .853 I00.0 300.0 0.I0 0.2 18.91 14.00 19.13 20

eff

Table 8.19 BGN, Auger, Rad, SRH (%ao = 10 ms), St = 1 cm/s, Su = 1 cm/s, F = 0

log log log

Vo, J,_ Vim ff C,# Xt. Xf Xb Do De EIL O_(

2"]060 763.3 41.30 686.9 .858 I00.0 144.4 0.I0 0.2 17.86 14.00 17.96 2

28.984 783.9 42.35 710.7 .873 I00.0 47.3 0.I0 0.2 17.88 14.00 17.92 I0

29.493 791.0 42.57 717.9 .876 I00.0 31.1 0.I0 0.2 17.85 14.00 17.91 20

eff

Table 8.20 BGN, Auger, Rad, SRH (%uo = 10 ms), St = 10 cm/s, So = 10 cm/s, l" = 0

log log log

Vo, J,_ V=p ff C.a Xc Xf Xb Do De D_ O_

26.724 753.5 41.77 672.5 .849 I00.0 191.0 0.I0 0.2 18.40 14.00 18.53 2

28.248 768.3 42.78 688.5 .859 I00.0 70.5 0.I0 0.2 18.38 14.00 18.46 I0

28.590 772.5 42.99 692.2 .861 I00.0 50.4 0.I0 0.2 18.40 14.00 18.44 20
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Table 8.21 BGN, Auger, Rad, SRH (zu0 - 10 ms), Sf - 100 cm/s, So - 100 cm/s, 1" - 0

log log log

Vec J_ V w ff C, rr X_ Xr Xb Do D! I_ O_

25.884 722.4 42.36 636.1 .846 99.9 300.0 0.10 0.2 18.81 16.33 18.99 2

26.827 735.2 43.18 649.9 .845 100.0 123.9 0.10 0.2 18.89 14.00 19.00 10

27.061 735.3 43.55 650.0 .845 I00.0 126.6 (110 0.2 18.90 14.00 19.00 20

eff

Table 8.22 BGN, Auger, Rad, SRH (Zeo - 1 ms), Sf = 1 cm/s, Sb = 1 cm/s, F = 0

log log log

V_, J,, V_, ff C,e XL Xr Xb Do Ds DL Opt

24.420 704.6 41.14 618.7 .842 99.7 142.4 0.I0 0.2 17.79 16.55 17.79 2

26.939 792.8 40.66 707.0 .836 I00.0 17.2 0.I0 0.2 17.67 14.00 17.70 I0

27.751 797.7 41.32 709.1 .842 I00.0 13.3 0.I0 0.2 17.69 14.00 17.71 20

eff

Table 8.23 BGN, Auger, Ra_ SRH (Zao- 1 ms), Sr - 10 cm/s, Sb - 10 cm/s, F = 0

tog log log
V_ J,_ V_ fl C_r XL Xr Xb Do Ds DL O_

24.386 702.4 41.22 616.7 .842 99.7 149.7 0.I0 0.2 18.25 16.55 18.26 2

26.435 770.2 41.45 675.7 .828 I00.0 26.2 0.I0 0.2 18.32 14.00 18.36 I0

27.104 773.6 41.99 681.2 .834 I00.0 20.0 0.I0 0.2 18.31 14.00 18.37 20

eff

Table 8.24 BGN, Auger, R_I, SRI-I (Z_o= I ms), Sf = I00 cm/s, Sb : I00 cm/s, F = 0

log log log

V_ J._ Va_ ff C.e XL Xf Xb Do DB DL Opl

24.208 693.0 41.52 608.1 .841 99.5 183.3 0.I0 0.2 18.79 16.49 18.90 2

25.704 715.5 42.53 629.4 .845 99.9 57.8 0.10 0.2 18.77 I_55 18.85 10

26.080 721.1 42.76 634.9 .846 99.9 39.3 0.I0 0.2 18.78 16.54 18.84 20

eff

Table 8.25 BGN, Auger, Rad, SRH (_ao= 0.I ms), Sf = 1 cm/s, Sb = I cm/s, F = 0

log log log

V,_ J_ V_ ff C_tr X_ Xf Xb Do Da 1_. O_

21.880 659.1 39.68 57(X4 .837 99.2 75.0 0.I0 0.2 17.86 16.44 16.96 2

23.906 688.7 41.30 603.9 .840 99.8 25.4 0.10 0.2 17.99 16.56 17.21 I0

24.539 700.9 41.62 615.1 .841 99.9 16.2 0.10 0.2 17.94 16.58 16.98 20
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elf

Table 8.26 BGN, Auger, Rad, SRI-I (%o = 0.I ms), Sr =. I0 cm/s, Sb = I0 cm/s, r = O

log log t_

V_ J,_ V_ ff C,_ XL Xr Xb De DI Dt O_

21.871 658.6 39.70 575.9 .836 99.2 75.8 0.I0 0.2 18.16 16.43 17.70 2

23.880 687.2 41.35 602.8 .840 99.8 26.2 0.I0 0.2 18.11 16.57 17.70 I0

24.499 698.3 41.70 612.7 .841 99.9 17.1 0. I0 0.2 18.12 16.58 17.66 20

eff

Table 8.27 BGN, Auger, Rad, SRH (v,ao - 0.1 ms), Sf = 100 cm/s, Sb = 100 crn/s, r = 0

log log Io8

V_ I,. V_, fr C,. Xt. Xf Xb Do De Dr. O_

21.821 655.3 39.83 572.9 .836 99.1 82.0 0.10 0.2 18.63 16.41 18.59 2

23.747 679.9 41.59 59(_2 .840 99.7 30.6 0.I0 0.2 18.61 16.53 18.58 I0

24.309 688.6 41.98 604.3 ._I 99.8 20.8 0. I0 0.2 18.60 16.56 18.58 20
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associated with cases E, F, and G is determined by radiative recombination and

ranges, since lifetime is dependent on the bulk doping, from S000 to 500 ms. As

already observed in previous results, the higher lifetime cases are more

significandy affected by surface passivation.

A value of _0 of 100 ms results in almost no change from the efficiencies

calculated without including SRH recombination. A small difference exists at 'cu0

= I0 ms. The effect becomes quite apparent, particularly at Sf = S b = I cm/s, as

%,`0 is further decreased to I ms and 0.1 ms.

All the ceils benefit from increasing Opl, but the lowest lifetimes benefit the

most, since the lower lifetimes show greater decreases in bulk recombination.

The efficiencies calculated for cases 5 and 6 are substantially less than for the

same lifetime with lower surface recombination velocities even after the shadowing

and reflection factor is accounted for. Although figure 8.3 suggests that at %,,0 =

0.I ms, the efficiency is insensitive to the recombination velocities up to I00 cm/s,

the efficiency does decrease when the recombination velocities are increased to

1,000 cm/s.

8.4 Summary

The main conclusions of this chapter are summarized below.

For cells with good front and back surface passivation, the maximum Voc is

attained by thin cells with very low bulk doping (= 1014). Where as, for cells

with poor back surface passivation, the maximum Vo,: is attained by thicker

cells with high bulk doping (= 2 x 1017).

The cell design for maximum Js¢ is a thick cell with low bulk doping and a

thin BSF.

Light trapping results in a much thinner value of cell thickness being optimal,

particularly if both surfaces are well passivated and/or the cell is made from a

substrate with a low value of SRH saturation lifetime.

Heavy doping effects combined with surface recombination, shadowing and

reflection, and SRFI saturation lifetimes below 10 ms are.the primary mechan-

isms that lower cell efficiency.
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Appendix A Modifications to SCAPID

This appendix describes in detail some of the modifications made to the

SCAPID code. These modifications include numerical (i.e., how the code arrives

at a solution) as well as modeling changes. Chapter four described modifications

that were made to adapt SCAPID for use with the optimization code to maximize

cell efficiency. Chapter seven described a correction for lateral resistance that was

appended to the efficiency calculation. In this appendix, the numerical changes

required to optimize Voc and J_ will be described. Also, the methods used to

include light trapping, radiative recombination, and reflection calculations for thin

film coatings in the model will be described.

A.I Maximization of Voc

The maximization of Voc is implemented in a fashion similar to that described

in chapter four for maximizing efficiency. The first execution of SCAPID is

halted after the open circuit voltage is calculated. The solution vectors V, n, and p

are then stored.

After the optimization has changed the design variables, the next calculation is

initiated at the solution vectors and value of Voc retrieved from storage. The solu-

tion vectors must first be corrected at the old value of Voc to correspond to the new

design. The Newton-type algorithm is used to solve the system of nonlinear alge-

braic equations associated with the finite difference transformation of the

differential equations. The same convergence considerations, which were related to

the change in the magnitude of the design variables and the Newton-like

algorithm's need for a good initial estimate of the solution to converge, that were

discussed in chapter four hold for this step.

Once the solution vectors have been corrected for the new design, it is neces-

sary to determine the new value of Voc. A linear interpolation scheme is used

since the relationship between current and voltage is almost linear near Voc (see

figure 4.2). A routine was written and appended to the code. The convergence
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error of this step will profoundly effect the progress of the optimization (see sec-

tion 4.3) so tight convergence criteria were used. This step also significantly

affects the computational effort required to complete an optimization. The code

written was specialized for this application so that it would converge as rapidly as

possible to the new value of Voc and was safeguarded against divergence.

The optimization proceeds iteratively, retrieving a solution stored from a pre-

vious objective evaluation to initiate the next objective evaluation, until the design

variables converge to the optimal solution.

The time required to optimize Voc is comparable to the time required to

optimize efficiency. The solution strategy closely parallels the strategy described

in chapter four for maximizing the efficiency. The amount of effort required is

different if the design variables that changed value are geometric variables, since

geometric variable require that the equilibrium problem be re-solved in its entirety

and the generation rate be recalculated (see chapter 4).

A.2 Maximization of Jsc

The maximization of Jsc differs significantly from the maximization of Voc and

efficiency. This is because the voltage bias for short circuit is known, Vbias = 0.

The initial execution of SCAP1D is halted after Jsc has been determined. This

occurs on the first solution of the nonequilibrium problem at Vbias = 0. The solu-

tion vectors V, n, and p are then stored.

After the cell design has been changed by the optimization, which is maximiz-

ing Jsc, the stored _solution is retrieved. The solution vectors must be corrected to

correspond to the new cell design at Vbi:s = 0. The Newton-type algorithm is used

to solve the system of nonlinear algebraic equations associated with the finite

difference transformation of the differential equations. The same convergence con-

siderations for the Newton-like algorithm that were discussed in chapter four hold

for this step.

Since the voltage bias associated with Jsc is known and does not change as the

cell design changes, there is no need to solve the nonequilibrium problem for more

than one voltage bias. For this reason, it takes considerably less effort to maximize

Jsc than Voc or efficiency (on the average 1/4 the CPU time). The difficulties

posed by convergence error are also alleviated, since one of the iterative algorithms

required to calculate the objective function is eliminated.
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A.3 Implementation of Light Trapping

Most of the results in this work have had an optical path equal to two times

the cell thickness (Opl = 2) due to the use of a perfect back surface reflector. The
SCAP1D model has been modified to include the possibility of light trapping.

Light trapping is defined as a design which allows a solar cell to achieve an optical

path greater than twice the cell thickness.

A variety of methods have been proposed for achieving Light trapping in sili-
con solar cells. Most involve the use of textured front and/or back surfaces. These

designs take advantage of refraction and total internal reflection to increase the opt-

ical path the incident illumination has to pass through before escaping the solar

cell. This results in increased number of photons being absorbed (electron-hole

pairs generated) for a given cell thickness.

The actual location where the increased generation takes place is dependent

on the design used to achieve light trapping. For example, on a textured front sur-

face light striking the side of a pyramid is refracted due to the high index of refrac-

tion of silicon. Because the textured surface is at an angle with the bulk of the

cell, the light travels a greater distance through the cell before reaching the back

surface. The increased generation will predominately occur near the front surface

due to the exponential absorption of the incident illumination. Where as, if the

back surface is textured or a light scattering back surface is provided, most of the

increased absorption will occur near the back surface.

Light trapping is implemented in SCAPID by specifying a front surface

reflection coefficient for light reflected off the back surface. This coefficient can

be thought of as the percentage of the light that is internally reflected at the front

surface. Another input specifies the number of internal reflections off the front sur-

face. In the results described in this work, the front and back surface reflectors are

assumed to be perfect (R b = 1.0 and Rf = 1.0). Hence, the optical path is equal to

two times the number of internal reflections specified times the cell thickness. The

incident illumination is assumed to remain perpendicular to the cell surfaces (this

determines where the additional generation occurs).

It is not possible to have a perfect front (or back) surface reflector. In reality,

a certain percentage of the remaining light will escape at each optical interface

(surface). This will actually occur an infinite number of times. Or, from a practi-

cal point of view, until the internally reflected energy becomes negligible in magni-

tude. However, to simulate such an occurrence would require an enormous amount

of computational effort. Hence, the more simplified approach of perfect front and

back surface reflectors were used in the results of this work.
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The inclusion of light trapping following the strategy stated above is imple-

mented using the equation that determines the generation rate at a given position,

x, in the cell. For a solar cell, the generation rate for electron hole pairs is

modeled by the equation:

aim

G(xi) = _ ( I - 1" ) _ ot e"ax' dg (A. 1)
0

= wavelength

= incident flux.

The integral is integrated numerically over the wavelength. The value G(xi) is the

accumulated generation rate by the time the incident energy has traveled a distance

equal to x i. Hence, the generation rate between x i and xi_ 1 is equal to G(xi) -

G(Xi_l) (assuming x i > Xi_l). The total generation rate at a given node (TGi) in the

finite difference mesh is the sum over the number of times the incident energy

passes that node (the irradiance at each wavelength is reduced by 1-R b at the back

surface and 1-Rf at the front surface).

TG i -- _ G(xi k) - G(xik_1) (A.2)

k=l

For k=l the values of xi k and xik_.l are the position of the midpoints between the

two adjacent nodes measured from the front surface. For k=2,...,Opl; the values of

xik and x_! are the distance that the incident energy has traveled through the cell

when it reaches the midpoints around node i.

A.4 Inclusion of Radiative Recombination

The original version of SCAP1D did not include radiative recombination.

This omission is not important for most of the results reported in this work because

the lifetime associated with radiative recombination is far greater than that associ-

ated with SRH recombination at low values of doping (and possibly at high levels

of doping depending on the value of xn0) and Auger recombination at high levels of

doping. However, for the limit analysis done in section 8.3 it was important to

have radiative recombination in the model.

The equation for radiative recombination is

2
RRA D = B ( n p -nie ) (A.3)

The constant B is equal to 2.0 x 10 -15 and was obtained from [A.I].
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The lifetimeassociatedwith radiativerecombinationcan be derivedusing the

assumptionsdescribedin section3.3. Assuming a P-type substrate,the lifetimeis

I (A.4)
_RAD= B N'"_

The lifetimeassociatedwith radiativerecombinationisa linearfunctionof thedop-

ing concentration.Figure A.1 shows the lifetimeof radiativeand Auger recombi-

nationas a functionof the net doping concentration.Both of theselifetimesmay

be consideredfundamental,sincethey arc not relatedto the qualityof the substrate

(asthe SR.H lifetimeis).

A.4 Thin Film Coatings

In the original version of SCAPID, reflection and shadowing were accounted

for with the single input F. The generation rate at each node was reduced by F

(i.e., multiplied by 1-1"3. This was equivalent to reducing the h'radiance at each

wavelength equally.

In changing the code to include thin Rim coatings, it was first necessary to

separate the effects of shadowing and reflection. Shadowing was used to reduce

the active area of the cell. Hence, the calculation of the efficiency is as follows:

Vmp Jmp Aaet
eft = (A.5)

Pinc Atot

Ato t is the total area of the cell and Aae t is the area of the cell which is not sha-

dowed (i.e., Aac t = [1-shadow] Arm, where shadow is the fraction of the front sur-

face covered by the collection grid). Pine is the incident energy in the illumination

per cm 2 (100 roW/era 2 in this work). The equation above can be generalized to

include the effects of lateral resistance.

mp 12 Jmp Aact

eft = (A.6)
Pine Amt

To maintain continuity with previous results a reflection factor was defined

which uniformly, as a function of wavelength, reduced the irradiance of the

incident spectrum. This factor has the same effect as the previous shadowing and

reflection factor. It can be set to zero if a thin film coating is being used to calcu-
late the reflectance.

Because of the high index of refraction of silicon, it is necessary to apply thin

Rim coatings to a solar cell to reduce the reflection. For solar cell work, the
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reflectance of a thin film coating is a function of wavelength for two reasons. The

complex index of refraction of silicon, nsi + i ksi, changes with wavelength (see

figure A.2, data from [A.2]), and interference effects in thin films (constructive or

destructive) are a function of the wavelength. The wavelength dependence of

interference in thin films is a function of the film thickness.

The equation for reflection with a single layer antireflection coating will now

be presented, n o is the index of refraction of the medium (glass or ah-), n 1 is the

index of refraction of the thin film, and d 1 is the thickness of the thin film. Let:

_2 _

n o - n 1
r I = (A.7)

n o + n 1

n 1 - nsi + i ksi
(A.8)

n I + nsi - i ksi

4 7r n I d I (A.9)
A t - _,

Since nsi and ksi are a function of lamda, r 2 is also a function of lamda. The com-

plex fraction represented by r2 is expressed as a complex number by multiplying

by complex conjugate of the denominator.

(nl-nsi) (nl +nsi)-k2i
r2r = (A. 10)

(nl+ns i)2+k2i

2 n I ksi
r2i = (A. 11 )

(nl +ns i)2+k2i

The amplitude and phase of the reflected wave taking into account interference in

the thin film is [A.3]:

r e iE rl + r2 e-i_= (A.12)
I + r I r2 e -iAt

Let:

Plr = r2r c°s(At) + r2i sin(A1)

Pli -" r2i cos(AI) - r2r sin(A1)

(A.13)

(A.14)

Substituting in the appropriate expressions gives:

rl + Plr + i Pli
re i_ -

1 + r I Plr ÷ i r t Pli
(A.15)
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The reflection, R, is obtained by multiplying equation A.15 by the complex conju-

gate.

( rl + Plr )2+ Pl2i
R = (A. 16)

( l+r 1Plr)2+(rlPli)2

The reflectionis differentfor lightof differentwavelengths. The design of the sin-

glc layer antireflcctioncoating is specified by the inputs no (I.0 for air or 1.5 for

glass),nI,and d I.

The equation for reflectionwith a double layer antircflcctioncoating will now

bc presented, no is the index of refractionof the medium (glass or air),nx is the

index of refractionof the thin film closest to the medium, dI is the thickness of the

thin film closestto the medium, n2 is the index of refractionof the thin film closest

to the substratc,and d2 is the thickness of the thin film closest to the substratc.

Let:

r3 -

n o - n 1
r I = (A.17)

no + n 1

n 1 - n 2
r2 = (A.18)

n I + n 2

n z - nsi + i ksi (A.19)

n 2 + nsi - i ksi

4 _ nI dl

A l = _. (A.20)

4 _ n 2 d 2 (A.20)
a2= X

Since nsi and ksi are a function of larnda, r2 is also a function of lamda. The com-

plex fraction represented by r3 is expressed as a complex number by multiplying

by complex conjugate of the denominator.

( n2 - nsi ) ( n2 + nsi ) - k2i
r3r = (A.21)

)2( n2 + nsi + k2i

2 n 2 ksi

r3i = ( n2 + nsi + k2i)2 (A.22)
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The amplitude and phaseof the reflectedwave taking into account interference in

the thin film is [A.4]:

r e i_ rl + r2 e-ia_ + r3 e-i(a_+Az) + rl r2 r3 e-ia_- (A.23)
1 + r1 r2 e-ia_ + r 1 r3 e-i(A_+_9 + r2 r3 e -ia2

Let:

Plr = r2 cos(AI)

Pli - -r2 sin(Ax)

P2r - r3r Cos(AI+A2) + r3i

P2i - r3i cos(AI+A2) - r3r

P3r = r3r Cos(A2) + r3i

P3i = r3i cos(A2) - r3r

sin(Al+A 2)

sin(Al+A 2)

sin(A 2)

sin(A 

(A.24)

(A.25)

(A.26)

(A.27)

(A.28)

(A.29)

Substituting in the appropriate expressions gives:

rl + Plr + r3 P2r + rx r2 P3r + i (
r ¢i¢ =

1 + r I Pit + rl P2r + r2 P3r + i (

Pli + r3 P2i + rx rE P3i )

rx Pli + rx P2i + r2 P3i )
(A.30)

The reflection, R, is obtained by multiplying equation A.30 by the complex conju-

gate.

( rx + Plr + r3 P2r + rx r2 P3r )2 + ( Pli + r3 P2i + rx r2 P3i )2
R = (A.31)

( 1 + r I Plr + rx P2r + r2 P3r )2 + ( rl Pli + rx P2i + r2 P3i )2

The reflection is different for light of different wavelengths. The design of a dou-

ble layer antireflection coating is specified by the inputs n o (1.0 for air or " 1.5 for

glass), n x, dx, n2, and d 2.

SCAP1D and the optimization code can be used to design a single or double

layer antireflection coating which maximizes the generation rate in the cell. This

does not involve the solution of the differential equations for modeling solar cell

performance and is accomplished with considerably less computational effort than

the maximization of Voc, Js¢, or efficiency discussed earlier in this work. The vari-

ables associated with the antireflection coating can also be included in the maximi-

zation of Voc, J_, or efficiency along with the other cell design variables discussed

earlier in this work.
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Appendix B Tables and Figures for Chapter 6

This appendix contains the figures and tables for chapter six.

arranged and numbered as they are referenced in chapter six.

They arc
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Illumination

Temperature

Doping Profile

Shadowing (including reflection)

Auger Recombination

Band Gap Narrowing

Parameters Held Constant

100mW/cm 3 (AM 1.5)

28 degrees C

eric

7%

considered

Slootboom Degraff model

Parameters Varied Parametrically

Front surface recombination velocity (Sf)

Back surface recombination velocity (Sb)

Minority carrier lifetime (used same formulas as in last progress report)

l:n0 is electron minority carrier lifetime.

'_p0 is hole minority carrier lifetime (always taken as one half 'Un0)

For .2 ohm-cm substrate the input T.n0 = 2 ms, 1 ms, .4 ms gives bulk

minority carrier lifetimes of 54, 30, and 13 micro seconds respectively.

R b (back surface reflection, 1.0 or 0.0)

Parameters Varied Parametrically or Optimized

Front junction depth (Xf)

Back junction depth (Xb)

Cell thickness (XL)

Front surface doping concentration (Do)

Bulk doping concentration (DB)

Back surface doping concentration (DI.)

Table 6.1 Base Input Parameters for Problem P1
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Parameters Held Constant During Optimization (see also table 6.1).

Front surface recombination velocity (Sf) 100.0

Back surface recombination velocity (Sb) 100.0

Electron minority carrier lifetime 1 (x.0) 2.00

Hole minority carrier lifetime 1 (Xp0) 1.00

crn/s

cm/s

ms

ms

Optimal Values of Decision Variables

Front junction depth (Xf)

Back junction depth (Xb)

Cell thickness (XL)

Front surface doping concentration (Do)

Bulk doping concentration (DE))

Back surface doping concentration (D L)

0.10

0.20

230.9

6.211x10 ls

3.038x10 _6

7.985x10 Is

Itrn (lower bound)

Itm (lower bound)

Itm

P atoms/cm 3

B atoms/cm 3

B atoms/era 3

Cell Performance Parameters

Efficiency

Open circuit voltage (Voc)

Short circuit current density (Js¢)

Maximum power voltage (Vmp)

Fill factor

Collection efficiency

Bulk resitivity

Sheet resistance layer 1

layer 2

Bulk lifetime

Bulk diffusion length

23.025

701.16

38.983

615.63

0.8424

99.65

0.509

2204.5

21.76

366.2

1017

%

mV

mA/cm 2

mV

%

ohm-cm

ohm/[]

ohm/[]

Its

_m

1 Values in lightly doped silicon.

Table 6.2 Optimal Solution For Case 1
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Table 6.3 Effect of BSF and BSR, case 1 (Sf ,, 100 ¢m/s, Sb = 1(30cm/s, "Un0= 2 ms)

log tog log

elf Voc Jsc Vmp rr Ceff %uik Ld XL Xf Xb DO DB DL OF!
_.02s 701.2 3s.9s 615.6 .u2 9,).-i 36_.2 1017 2.')o.9 O.lO 0.20 lS.79 16.48 18.90 2
2z41s 695.4 38.30 610.3 .842 99.6 370.8 1025 300.0 0.10 0.20 18.79 16.48 18.91 1
2z_i 689.7 38.66 _.5 .843 98.5 174.6 64o 253.4 0.10 o. 18.79 16.83 o. 2
21.956 687.2 37.91 604.1 .843 98.5 181.6 656 300.0 0.10 O. 18.79 16.81 O. l

Table 6.40pdmizadons at Fixed Cell Thickness (XL), with bsf, case I

log log log

elf Voc Jsc Vmp ff Ceff "Ubulk Ld X L Xf Xb Do I_ DL Opl
19.660 728.4 31.83 642.8 .848 99.9 597.7 1358 10.0 0.10 0.20 18.80 16.21 18.85 2

21.422 726.7 34.79 640.8 .847 99.9 409.3 1087 2.5.0 0.I0 0.20 18.80 16.42 18.85 2

22.231 722.4 36.37 636.4 .846 99.9 358.0 1003 50.0 0.I0 0.20 18.81 16.49 18.86 2

22.700 716.1 37.51 630.1 .845 99.9 340.6 973 90.0 0.I0 0.20 18.81 16.52 18.87 2

22.757 716.0 37.72 628.4 .843 99.9 456.8 1161 !(30.0 0.10 0.20 18.82 16.37 18.85 2

22.818 713.3 37.88 627.5 .844 99,9 340.4 973 I10.0 0.10 0.20 18.80 16.52 18.87 2

22.952 709.2 38.40 622.7 .843 99.8 399.6 1072 150.0 0.10 0.20 18.77 16.44 18.89 2

23.021 703.1 38.85 617.5 .843 99.7 360.2 1007 207.8 0.10 0.20 18.79 16.49 18.91 2

23.025 701.5 38.96 616.0 .842 99.7 363.5 1012 226.5 0.10 0.20 18.80 16.49 18.88 2

23.025 701.2 M.98 615.6 .842 99.7 366.2 1017 230.9 0.10 0.20 18.79 16.48 18.90 2

23.016 698.5 39.14 613.1 .842 99.6 376.6 1034 266.1 0.10 0.20 18.81 16.47 18.94 2

23.003 697.3 39.17 612.3 .842 99.5 344.6 980 280.0 0.10 0.20 18.82 16.51 19.09 2

22.946 603.0 39.37 607.9 .841 99.4 385.3 1049 350.0 0.10 0.20 18.81 16.46 18.85 2

22.893 690.3 39.47 605.1 .840 99.3 414.0 1095 400.0 0.10 0.20 18.81 16.42 19.03 2

22.832 687.8 39.53 602.6 .840 99.3 434.9 1127 450.0 0.10 0.20 18.81 16.39 19.01 2

22.778 685.8 39.59 600.3 .839 99.2 463.4 1170 500.0 O.lO 0.20 18.88 16.36 19.27 2

22.598 680.4 39.60 595.6 .839 98.8 442.2 1138 650.0 0.10 0.20 19.11 16.38 19.19 2

Table 6.50pdmizations at Fixed Cell Thickness (XL), no bsf, case I

log Io8 log

eff Voc Jsc Vmp ff Cef f "Ubulk L d X L Xf X b D O D B DL Opl

19.140 711.6 31.76 627.7 .847 99.8 38.5 229 I0.0 0.I0 0.

20.824 709.3 34.68 62.5.5 .847 99.7 63.9 326 25.0 0.10 0.

21.612 705.6 36.20 622.0 .846 99.5 87.1 403 50.0 0.I0 0.

22`164 700.1 37.46 616,7 .845 99.2 116.2 489 100.0 0.10 O.

22.374 696.0 38.07 612.7 .844 99.0 138.1 549 150.0 0.10 O.

22.459 692.7 38.42 609.4 .844 98.7 156.6 596 200.0 O.10 O.

22.481 689,8 38.64 606.7 .843 98.5 174.1 639 250.0 O.10 O.

22.481 689.7 38.66 606.5 .843 98.5 174.6 640 253.4 0.I0 0.

22.472 687.4 38.79 604.3 .843 98.3 190.0 676 300.0 0.I0 0.

22.4.46 685.3 38.88 602.1 .842 98.2 205.0 710 350.0 0.I0 0.

22.411 683.4 38.94 600.4 .842 98.0 217.9 738 400.0 0.10 0.

22.371 681.8 38.98 598.8 .842 97.9 230.0 763 450.0 0.10 0.

22.330 680.3 39.01 597.3 .841 97.7 241.3 787 500.0 0.I0 0.

18.77 17.42 O. 2

18.78 17.24 O. 2

18.79 17.12 O. 2

18.79 17.00 O. 2

18.79 16.93 O. 2

18.80 16.88 O. 2

!8.79 16.83 0. 2

18.79 16.83 0. 2

18.79 16.79 O. 2

18.80 16.76 0. 2

18.80 16.73 0. 2

18.80 16.71 O. 2

18.80 16.69 0. 2
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Table 6.60ptimizations at Fixed Front Junction Depth (Xf), case 1

log log log

¢_ff Voc Jsc Vmp ff Ceff '_bulk Ld XL Xf X b Do DB DL Opl

23.047 701.8 38.98 616.2 .842 99.7 368.3 1021 231.1 0.04 0.20 19.04 16.48 18.92 2

23.038 701.5 38.99 615.9 .842 99.7 369.1 1022 231.2 0.06 0.20 18.93 16.48 18.93 2

23.031 701.3 38.99 615.8 .842 99.7 370.3 1024 231.1 0.08 0.20 18.85 16.48 18.93 2

23.025 701.2 38.98 615.6 ,842 99.7 366.2 1017 230.9 0.10 0.20 18.79 16.48 18.90 2

23.007 700.5 38.99 615.0 .842 99.7 374.0 1030 232.4 0.20 0.20 18.63 16.47 18.93 2

22.995 700.2 38.99 614.7 .842 99.7 375.4 1032 232.2 0.30 0.20 18.54 16.47 18.93 2

22.986 699.6 39.02 614.1 .842 99.7 383.4 1045 236.8 0.40 0.20 18.46 16.46 18.93 2

22.978 699.4 39.02 613.9 .842 99.7 382.6 1044 236.6 0.50 0.20 18.41 16.46 18.93 2

22.971 699.3 39.01 613.9 .842 99.7 381,8 1043 235.5 0.60 0.20 18.36 16.46 18.93 2

22.958 699.1 39.02 613.5 .842 99.7 396.8 I067 235.1 0.80 0.20 18.28 16.44 18.93 2

22.948 698.2 39.04 612.9 .842 99.6 385.8 1050 241.5 1.00 0.20 18.25 16.46 18.93 2

22.926 697.5 39.06 612.0 .841 99.6 402.5 1076 245.5 1.50 0.20 18.12 16.43 18.93 2

22.906 696.8 39.07 611.3 .841 99.6 410.1 1088 248.7 2.00 0.20 18.05 16.42 18.92 2

Table 6.70ptimizations at Fixed Back Junction Depth (Xb), case 1

log log Io8

elf Voc Jsc Vmp ft" Ceff '_bulk Ld XL Xf X b DO DB DL Opt
23.090 703.1 38.99 617.3 .842 99.7 368.2 1020 229.8 0.I0 0.05 18.86 16.48 19.90 2

23.048 701.8 38.99 616.2 .842 99.7 367.7 1020 231.1 0.I0 0.I0 18.79 16.48 19.23 2

23.025 701.2 38.98 615.6 .842 99.7 3662 1017 230.9 0.10 0.20 18.79 16.48 18.90 2

23.014 700.9 38.98 615.3 .842 99.6 369,8 1023 231.1 0.10 0.30 18.80 16.48 18.80 2

23.006 700.7 38.98 615.1 .842 99.7 375.8 1033 231.1 0.10 0.40 18.78 16.47 18.70 2

23.000 700.5 38,98 615.0 .842 99.7 380.0 1040 230.9 0.10 0.50 18.80 16.46 18.66 2

22.979 699.6 3900 614.2 .842 99.6 380.8 1041 235.8 0.I0 1.00 18.79 16.46 18.47 2

22.967 699.1 39.01 613.7 .842 99.6 _ ,,c 1047.,8_.., 238.0 _,.,,,'_,r, 1.50 18.79 16.46 18.36 2

22.957 698.8 39.02 613.4 .842 99.6 390.2 1057 238.3 0.10 2.00 18.79 16.45 18.28 2

Table 6.80ptimizations at Fixed Front Surface Doping Concentration (Do), case 1

log log log

elf Voc Jsc Vmp ff Ceff %ulk Ld XL. Xf Xb DO I_ D L OpI
22.947 698.4 39.03 612.9 .842 99.7 399.4 1071 238.0 0.10 0.20 17.89 16.44 18.92 2

22.987 699.6 39.01 614.2 .842 99.7 379.1 1038 236.1 0.10 0.20 18.19 16.46 18.94 2

23.014 700.8 38.98 615.3 .842 99.7 369.2 1022 230.7 0.10 0.20 18.49 16.48 18.93 2

23.025 701.2 38.98 615.6 .842 99.7 366.2 1017 230.9 0.10 0.20 18.79 16.48 18.90 2

23.006 700.4 39.00 614.9 .842 99.7 379.7 1039 233.8 0.10 0.20 19.09 16.46 18.93 2

22.917 696.3 39.10 611.1 .842 99.6 401.0 1074 254.1 0.10 0.20 19.40 16.44 18.92 2

22.690 687.2 39.29 602.6 .840 99.6 452.0 1153 300.0 0.10 0.20 19.70 16.37 18.97 2
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Table 6.90ptimizations at Fixed Bulk Doping Concentration (DB), case 1

log log log

eft" Voc Jsc Vmp _r Ceff %uu_ I..d XL Xf Xb Do DB DL Opl

22.623 717.6 38.68 614.4 .815 99.9 1300.7 2099 172.8 0.10 0.212 18.85 15.58 18.95 2

22.814 710.7 38.92 612.5 .825 99.9 961.0 1777 204.9 0.10 0.20 18.81 15.88 18.94 2

22.968 703.8 39.04 613.6 .836 99.8 627.9 1397 229.0 0.10 0.20 18.81 16.18 18.95 2

23.025 701.2 38.98 615.6 .842 99.7 366.2 1017 7.30.9 0.I0 0.20 18.79 16.48 18.90 2

22.947 701.5 38.72 617.6 .845 99.3 194.4 686 208.4 0.10 0.20 18.78 16.78 18.89 2

22.640 701.2 38.20 617.7 .845 98.9 95.1 428 166.5 0.10 0.20 18.79 17.08 18.85 2

22.026 698.8 37.31 615.4 .845 98.3 42.6 246 112.3 0. I0 0.20 18.79 17.39 18.81 2

Table 6.10 Optimizadons at Fixed Back Surface Doping Concentration (DL), case 1

log log log

eff Voc Jsc Vmp ff Ceff Zbulk Ld X L Xf X b DO DB DL Opl

22.957 698.7 39.02 613.4 .842 99.6 380.8 1041 239.4 0.10 0.20 18.79 16.46 18.00 2

22.990 700.0 39.00 614.6 .842 99.6 378.4 1037 233.7 0.I0 0.20 18.79 16.47 18.30 2

23.014 701.0 38.97 615.5 .842 99.6 366.2 1017 229.3 0.10 0.20 18.79 16.48 18.60 2

2.3.025 701.2 38.98 615.6 ._2 99.7 366.2 1017 2.30.9 0.10 0.20 18.79 16.48 18.90 2

23.011 700.4 39.01 614.9 .U2 99.6 377.1 1035 235.9 0.I0 0.20 18.79 16.47 19.21 2

22.943 696.9 39.12 611.5 .841 99.6 405.9 1082 261.4 0.10 0.20 18.79 16.43 19.51 2

22.780 690.6 39.25 605.5 .840 99.5 460.8 1167 300.0 0.I0 0.20 18.80 16.36 19.81 2
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Parameters Held Constant During Optimization (seealso table6.1).

Front surface recombination velocity (SO 1,000.0

Back surfacerecombination velocity (Sb) 1,000.0

Electron minority carrierlifetimeI (T.n0) 1.130

Hole minority carrierlifetimeI (xp0) 0.50

cm/s

cm/s

ms

ms

Q

Optimal Values of Decision Variables

Front junction depth (Xf)

Back junction depth (Xb)

Cell thickness (XL)

Front surface doping concentration (Do)

Bulk doping concentration (DB)

Back surface doping concentration (DL)

0.10

0.20

280.1

2.153x1019

1.989x1016

3.214x1019

l_m (lower bound)

l.tm(lower bound)

gm

P atoms/era3

B atoms/era3

B atoms/era3

Cell Performance Parameters

Efficiency

Open circuit voltage (Voc)

Short circuit current density (Jse)

Maximum power voltage (Vmp)

Fill factor

Collection efficiency

Bulk resitivity

Sheet resistance layer 1

layer 2

Bulk lifetime

Bulk diffusion length

21.871

668.2

39.063

584.86

0.8379

99.23

0.74

988.0

25.37

260.4

885

%

mV

mA/cm 2

mV

%

ohm-cm

ohm/[]

ohm/[]

gs

_m

1 Values in lightly doped silicon.

Table 6.11 Optimal Solution For Case 2
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Table 6.12 Effect of BSF and BSR, case 2 (Sf = 1,000 cm/s, Sb = 1,000 cm/s, T,nO = I ms)

los los los

off Voc Jsc Vmp _" Ceff %ulk Ld XL Xf Xb Do DB DL Opt
z1J71 _ 39.0_ sm.9 _ 99.2 uo.4 us z_e.x 0.10 0.2o 1933 16._0 19__1 2
21.335666.9 38.18 583.8 .838 99.2 245.4 8ss 300.0 0.10 0.20 19.33 16.33 19.51 i
20.717 661.8 37.33 5?9.9 .839 94.6 "/7..7 398 300.0 0.I0 O. 19.31 16.93 O. 2

20.383 662.2 36.70 580.3 .839 95.4 68.0 381 300.0 0.10 0. 19.31 16.96 0. 1

Table6.13 OpfimizationsatFixedCellThickness(XL),withbsf,case2

log log log

eft" Vo¢ Jsc Vmp ff Ceff _bulk Ld XL Xf Xb DO I_ D L Opl

18.212 680.1 31.82 597.2 ._41 99.9 413.1 1154 I0.0 0.I0 0.20 19.33 16.00 19.40 2

19.928 681.0 34.78 598.0 .841 99.9 307.9 976 25.0 0.I0 0.20 19.33 16.20 19.38 2

20.789 680.1 36.34 597.0 .841 99.9 264.0 893 50.0 0.10 0.20 19.34 16.29 19.39 2

21.432 677.3 37.66 594.1 .840 99.7 250.0 865 !(20.0 0.10 0.20 19.34 16.32 19.42 2

21.698 674.5 38.32 591.2 .840 99.6 249.8 864 150.0 0. I0 0.20 19.33 16.32 19.44 2

21.821 671.9 38.71 588.6 .839 99.5 253.7 872 2{20.0 0.10 0.20 19.34 16.31 19.46 2

21.858 670.0 38.92 586.6 .838 99.3 256.5 g'/8 240.0 0.I0 0.20 19.34 16.31 19.46 2

21.867 669.1 38.99 585.8 .838 99.3 256.4 877 260.0 0.I0 0.20 19.34 16.31 19.46 2

21.871 668.2 39.06 584.9 .838 992 260.4 885 280.1 0.I0 02.20 1933 1630 19.51 2

21.870 667.4 39.12 584.0 .838 99.2 260.6 886 300.0 0.10 0.20 19.33 16.30 19.49 2

21.864 666.6 39.16 583.3 .838 99.1 260.6 886 320.0 0.I0 0.20 19.33 16.30 19.48 2

21.855 665.8 39.20 582.4 .837 99.0 263.5 892 341.4 0.10 0.20 19.33 16.29 19.50 2

21.803 6631 39.30 579.7 .837 98.8 272.3 909 413.9 0.I0 0.20 19.32 16.27 19.60 2

21.746 6614 39.31 578.2 .836 98.5 256.4 877 500.0 0.I0 0.20 19.41 16.31 19.62 2

Table6.14 Opdmizauons atFixedCellThickness(XL), no bsf,case2

log log log

cff Voc Jsc Vmp ff Ceff Zbulk Ld XL Xf X b D O D B D L Opl
17.286 660.2 31.24 578.4 .838 98.1

18.759 660.3 33.89 578.5 .838 97.4

19.490 660.4 35.20 578.7 .838 96.7

20.080 661.0 36.22 579.3 .839 95.9

20.364 661.5 36.71 579.6 .839 95.4

20.533 661.8 37.00 579.9 .839 95.1

20.640 661.8 37.19 579.9 .839 94.8

20.717 661.8 37.33 579.9 .839 94.6

20.T73 661.7 37.44 579.8 .838 94.5

20.816 661.7 37.52 579.7 .838 94.4

20.847 661.4 37.60 579.4 .838 94.4

20.873 661.1 37.67 579.1 .838 94.4

19.3 157 I0.0 0.I0 0.

30.6 219 25.0 0.I0 0.

40.0 264 50.0 0.I0 0.

49.9 308 100.0 O. !0 O.

56.9 337 150.0 0.I0 0.

62.7 360 200.0 O.!0 O.

67.9 380 250.0 0.I0 0.

19.28 17.47 O.

19.28 17.30 O.

19.31 17.19 O.

19.31 17.09 O.

19.30 17.04 O.

19.31 17.00 O.

19.28 16.96 0.

72.7 398 300.0 0.I0 0. "19.31 16.93 0.

77.7 416 350.0 0.I0 0. 19.31 16.90 0.

81.4 429 400.0 0.10 0. 19.31 16.88 0.

85.9 445 450.0 0.I0 0. 19.29 16.86 0.

90.7 461 500.0 0.I0 0. 19.30 16.83 0.
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Table 6.15 Optimizadons at Fixed Front Junction Depth (Xf), case 2

log log log

elf Voc Jsc Vmp ff Ceff '_bulk I=¢1 XL Xf X b DO DB DL Opl

21.895 668.8 39.07 5&5.6 .838 99.2 261.2 88"7 280.7 0.06 0.20 19.47 16.}O 19..51 2

21.871 668.2 39.06 $84.9 .838 99.2 260.4 _ 280.1 0.10 0.20 I9.33 16.30 19.51 2

21.837 666.9 39.09 583.6 .838 99.2 268.3 901 286.8 0.20 0.20 19.16 16.28 19..52 2

21.814 666.1 39.10 582.9 .837 99.2 269.0 902 292.4 0.30 0.20 19.05 16.28 19.53 2

21.795 665.9 39.08 582.7 .838 99.2 265.2 895 289.1 0.40 0.20 18.98 16.29 19.51 2

21.778 665.3 39.10 582.0 .837 99.2 274.6 913 294.'7 0.50 0.20 18.91 16.27 19.52 2

21.763 665.1 39.07 581.9 .837 99.1 266.9 898 293.3 0.60 0.20 18.86 16.28 19.51 2

21.707 664.0 39.05 580.8 .837 99.0 277.8 920 296.3 1.00 0.20 18.71 16.26 19.54 2

21.643 662.9 39.02 579.7 .837 98.9 288.3 940 300.0 1..50 0.20 18.53 16.24 19.51 2

21.581 662.2 38.96 579.0 .837 98.8 295.5 953 300.0 2.00 0.20 18.43 16.22 19.52 2

Table 6.16 Optimizations at Fixed Back Junction Depth (Xb), case 2

log log log

elf Voc Jsc Vmp ff Ceff Zbulk Ld XL Xf Xb DO DB DL Opl
22.036 672.3 39.09 588.6 .838 99.3 240.7 845 280.1 0.10 0.05 19.43 16.34 20.60 2

21.927 669.4 39.09 585.9 .838 99.3 259.1 883 282.4 0.10 0.10 19.32 16.30 19.89 2

21.8"71 668.2 39.06 584.9 ,838 99.2 260.4 885 280.1 0.10 0.20 1923 16..30 19.51 2

21.847 667.5 39.07 584.1 .838 99.2 267.4 899 281.9 0.10 0.30 19.34 16.28 19.37 2

21.831 667.1 39.07 583.8 .838 99.2 270.6 905 282.5 0.10 0.40 19.34 16.28 19.28 2

21.819 666.7 39.07 583.4 .838 99.2 2"70.1 905 285.7 0.10 0.50 19.33 16.28 19.20 2

21.783 665.6 39.08 582.3 .837 99.2 278.7 921 290.0 0.10 1.00 19.33 16.26 19.02 2

21.761 665.4 39.06 582.1 .837 99.2 284.4 932 281.3 0.10 i.50 19.33 16.25 18.92 2

21.746 664.7 39.07 581.6 .837 99.1 280.9 925 289.6 0.10 2.00 19.34 16.25 18.85 2

Table 6.17 Optimizations at Fixed Front Surface Doping Concenu'ation (Do), case 2

log log log

eff Voc Jsc Vmp ff Ceff '_bulk Ld X L Xf Xb DO DB DL Opl

21.738 663.8 39.11 580.7 .837 99.2 268.7 902 292.9 0.I0 0.20 18.43 16.28 19.53 2

21.802 666.0 39.08 582.8 .838 99.2 266.6 898 284.2 0.10 0.20 18.73 16.28 19.50 2

21.850 667.4 39.08 584.1 .838 99.2 261.9 888 28,1.9 0.10 0.20 19.03 16.30 19.51 2

21.871 6682 39.06 584.9 .838 99.2 260.4 885 280.1 0.I0 020 1923 1620 19.51 2

21.833 666.7 39.10 583.4 .838 99.2 270.0 904 288.9 0.10 0.20 19.63 16.28 19.51 2

21.663 661.3 39.15 578.2 .837 99.3 293.5 949 300.0 0.10 0.20 19.94 16.23 19.51 2

21.251 649.8 39.19 567.1 .834 99.4 351.7 1054 300.0 0.10 0.20 20.24 16.11 19.51 2
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Table 6.18 Opdmizations at Fixed Bulk Doping Concentration (DB), case 2

log log log

elf Voc Jsc Vmp tr Ccff 'Cbutk Ld XL Xf Xb Do I_ DL Op1
21.376 673.5 38.96 576.2 .815 99.9 740.4 1593 213.2 0.I0 0.20 19.37 15.40 19.54 2

21.629 669.7 39.15 578.2 .82,5 99.8 587.3 1404 252.4 0.10 0.20 19.35 15.70 19.52 2

21.809 667.5 39.19 581.5 .833 99.6 414.9 1157 279.0 0.10 0.20 19.34 16.00 19.52 2

21.871 668.2 39.06 584.9 .8.38 99.2 260.4 885 280.1 0.10 0.20 1933 1630 19.$1 2

21.797 670.1 38.74 587.5 .8aO 98.6 148.0 630 261.7 0. I0 0.20 19.32 16.60 19.47 2

21.347 672.1 38.15 589.8 .840 97.7 77.9 417 219.0 0.10 0.20 19.31 16.90 19.44 2

21.068 672.5 37.27 590.3 .841 96.6 38.6 258 161.1 0.I0 0.20 19.29 17.20 19.39 2

Table6.19 Opfim/zadonsatFixedBack SurfaceDoping Concentration(DL),case2

log log log

off Voc Jsc Vmp ff Ceff 'gbulk Ld XL Xf X b Do DB DL Opl

21.747 66,4.6 39.07 581.5 .837 99.1 276.6 917 293.8 0.I0 0.20 19.33 16.26 18.60 2

21.806 666.5 39.06 583.3 .838 99.2 266.7 898 283.5 0.10 0.20 19.33 16.28 18.90 2

21.g51 667.7 39.06 58¢4 .838 99.2 260.5 886 280.6 0.10 0.20 19.33 16.30 19.21 2

21.871 668.2 39.06 $84.9 JI38 99.2 260.4 885 250.1 0.10 0.20 1933 1630 19.$1 2

21.8a0 666.6 39.12 583.3 .837 99.2 270.6 906 300.0 0.10 0.20 19.33 16.28 19.81 2

21.699 663.0 39.11 579.7 .$37 99.2 307.5 975 300.0 O.10 0.20 19.33 16.20 20.11 2

21.356 654.3 39.09 571.3 .835 99.1 387.1 1113 300.0 0.10 0.20 19.34 16.05 20.41 2
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ParametersHeld ConstantDuring Optimization (see also table 6.1).

Front surface recombination velocity (St) 1,000

Back surface recombination velocity (Sb) **

Electron minority carrier lifetime 1 (X_o) 1.00

Hole minority carrier lifetime 1 (xp0) 0.50

cm/s

cm/s

ms

ms

Optimal Values of Decision Variables

Front junction depth (Xr)

Back junction depth (Xb)

Cell thickness (XL)

Front surface doping concentration (Do)

Bulk doping concentration (DB)

Back surface doping concentration (DL)

0.10

50.0

300.0

2.157x1019

1.368x1016

8.572x10 Is

I.tm (lower bound)

p.m (upper bound)

t.tm (upper bound)

P atoms/cm 3

B atoms/era 3

B atoms/crn 3

Cell Performance Parameters

Efficiency

Open circuit voltage (Voc)

Short circuit current density (Js¢)

Maximum power voltage (Vmp)

Fill factor

Collection efficiency

Bulk resifivity

Sheet resistance layer 1

layer 2

Bulk lifetime

Bulk diffusion length

21.355

656.5

38.903

573.9

0.8362

98.62

1.04

1010.1

5.28

339.5

1032

1 Values in lightly doped silicon.

%

mV

mA/cm 2

mV

%

ohm-era

ohm/[]

ohm/[]

Its

I.tm

Table 6.20 Optimal Solution For Case 3
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Table 6.21 Effect of BSF and BSR, case 3 (Sf = 1,000 cm/s, Sb = _ cm/s, T.n0 = I ms)

log log log

eft" Voc Jsc Vmp n" Ceff 'Ubulk Ld XL Xf X b D0 DB DL Opl
21.355 656,.5 38.90 573.9 .,836 98.6 339.5 1032 300.0 O.lO 50.0 19.33 16.14 18.93 2

20.882 656.5 38.02 574.2 .837 98.8 299.4 960 300.0 0.10 50.0 19.33 16.22 18.95 I

20.059 662.0 36.13 580.1 .839 91.6 42.1 274 300.0 0.I0 0. 19.29 17.17 0. 2

19.849 662.0 35.76 5_0.1 .839 92.9 41.0 269 300.0 0.10 O. 19.30 17.18 O. I

Table 6.22 Optimizations at Fixed Cell Thickness (XL), with bsf, case 3

log log log

eft Voc Jsc Vmp _ Ceff Zbulk Ld XL Xf X b Do DB DL Opt
16.158 625.9 31.03 545.5 .832 97.5 776.9 1635 10.0 0.10 2.9 19.33 15.31 20.06 2

18.341 644.3 34.08 563.0 .835 97.9 642.7 1475 25.0 0.10 9.3 19.35 15.60 19.56 2

19.569 653.V 35.77 572.0 .837 98.3 528.3 1324 50.0 0. I0 20.5 19.36 15.80 19.23 2

20,525 659.1 37.19 576.8 .837 98.5 438.7 1194 100.0 0.10 39.8 19.36 15.96 18.96 2

20.951 659.7 37.93 577.2 .837 98.6 384.1 1108 150.0 0.I0 50.0 19.33 16.05 18.87 2

21.173 658.7 38.41 576.1 .83'7 98.7 359.8 1067 200.0 0.10 50.0 19.35 16.10 18.90 2

21.290 657.4 38.72 574.7 .836 98.7 356.5 1062 250.0 0.I0 50.0 19.33 16.10 18.92 2

21.355 656.5 38.90 573.9 .836 98.6 339.5 1032 300.0 0.10 $0.0 19.33 16.14 18.93 2

21.382 655.3 39.04 572.6 .836 98.6 341.6 1036 349.3 0.10 50.0 19.36 16.13 18.95 2

21.387 654.6 39.10 572.0 .836 98.4 330.1 1016 390.7 0.10 50.0 19.35 16.15 18.95 2

21.376 653.5 39.16 570.9 .835 98.3 324.6 1006 450.0 0.10 50.0 19.32 16.17 18.94 2

21.358 652.8 39.17 570.2 .835 98.1 316.4 991 500.0 0.10 50.0 19.33 16.18 18.97 2

21.340 652.3 39.18 569.6 .835 98.0 311.6 983 542.6 0.10 50.0 19.3,4 16.19 18.96 2

Table6.23 Opfimizat/onsatFixedCellThickness(XL),no bsf,case3

log log log

eff Voc Jsc Vmp ff Ceff 'Ubulk Ld XL Xf X b DO DB DL Opl
13.721 602.3 27.7] 521.6 .822 87.1

15.630 619.5 30.52 538.2 .827 87.7

17.038 644.8 31.71 563.0 .833 872

18.437 657.5 33.48 575.8 .838 88.7

19.127 659.6 34.60 577.8 .838 89.9

19.552 660.6 35.30 578.9 .838 90.7

19.843 661.6 35.77 579.8 .838 91.2

20.059 662.0 36.13 580.1 .839 91.6

20.223 662.2 36.42 580.3 .839 91.9

20.353 662.5 36.63 580.6 .839 92.2

20.454 662.6 36.8! 580.6 .839 92.4

20.538 662.8 36.95 580.8 .839 92.6

2.7 40 I0.0 2.71 0. 18.14 18.13 0. 2

7.1 77 25.0 3.19 0. 17.85 17.83 O. 2

8.0 84 50.0 1.31 0. 18.54 17.79 0. 2

13.8 123 I00.0 0.I0 0. 19.29 17.60 0. 2

21.2 168 150.0 (2.10 0. 19.30 17.4a 0. 2

28.9 210 200.0 0.I0 0. 19.29 17.32 O. 2

35.1 241 250.0 0.10 O. 19.29 17.24 0. 2

4.2.1 274 300.0 0.I0 0. 19.29 17.17 0. 2

48.8 304 350.0 0.10 0. 19.30 17.10 0. 2

53.4 323 400.0 0.I0 O. 19.31 17.07 0. 2

58.5 344 450.0 0.I0 0. 19.29 17.03 0. 2

62.2 358 500.0 0.10 0. 19.29 17.00 0. 2
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Table 6.24 Optimizations at Fixed Front Junction Depth (Xf), case 3

log Io8 Io8

eff Voc Jsc Vmp ff Ceff Zbulk Ld XL Xf Xb Do DB DL Opl
21.371 656.9 38.90 574.3 .836 98.6 337.9 1030 300.0 0.06 50.0 19.48 16.14 18.93 2

21.355 656.5 38.90 573.9 .836 98.6 339.$ 1032 300.0 0.10 50.0 19.33 16.14 18.93 2

21.332 655.8 38.91 573.2 .836 98.6 345.1 1042 300.0 0.20 50.0 19.16 16.13 18.93 2

21.316 655.4 38.91 572.8 .836 98.6 350.3 1051 300.0 0.30 50.0 19.04 16.12 18.93 2

21.303 655.1 38.90 572.5 .836 98.6 350.5 1051 3(20.0 0.40 50.0 18.98 16.12 18.93 2

21.290 654.9 38.90 572.3 .836 98.6 352.2 1054 3(20.0 0.50 50.0 18.90 16.11 18.92 2

21.262 654.3 38.88 571.8 .836 98.6 356.5 1062 300.0 0.75 50.0 18,78 16.10 18.92 2

21.235 654.0 38.86 571.4 .836 98.5 356.0 1061 300.0 1.00 50.0 18.67 16.10 18.93 2

21,183 653.2 38.82 570.6 .835 98.4 368.3 1082 300.0 1.50 50.0 18.52 16.08 18.92 2

21.131 65 2.6 38.77 570.0 .835 98.3 372.4 1088 300.0 2.00 50.0 18.38 16.07 18.93 2

Table 6.25 Optimizations at Fixed Back Junction Depth (Xb), case 3

log log log

elf Voc Jsc Vmp ff Ceff '_bulk Ld XL Xf X b Do DB DL Opl

20.158 661.0 36.37 579.2 .838 92.2 49.8 308 300.0 0.I0 0.5 19.29 17.10 20.60 2

20.228 660.3 36.54 578.5 .838 92.6 55.9 333 300.0 0.10 1.0 19.30 17.05 20.56 2

20.298 630.4 38.72 549.1 .832 98.2 461.9 1229 300.0 0.10 2.0 19.34 15.92 20.33 2

20.727 640.2 38.85 558.4 .833 98.5 415.3 1158 300.0 0.10 5.0 19.33 16.00 19.94 2

20.989 646.5 38.90 564.4 .834 98.6 380.6 1102 300.0 0. I0 10.0 19.33 16.06 19.64 2

21.189 651.6 38.93 569.3 .835 98.7 353.7 1057 300.0 0.10 20.0 19.33 16.11 19.33 2

21.275 653.9 38.93 571.4 .836 98.7 345.1 1042 300.0 0.10 30.0 19.33 16.13 19.15 2

21.325 655.4 38.92 572.9 .836 98.7 341.3 1036 300.0 0.10 40.0 19.33 16.13 19.03 2

21.355 656_ 38.90 5"13.9 .1136 98.6 339.5 1032 300.0 0.10 $0.0 19.33 16.14 18.93 2

21.372 657.1 38.90 574.4 .826 98.6 345.7 1043 300.0 0. I0 60.0 19,33 16.12 18.83 2

21.385 657.7 38.88 575.0 .836 98,6 347.4 1046 300.0 0.10 70.0 19.33 16.12 18.75 2

21.394 658.3 38.86 575.5 .836 98.5 349.6 1050 300.0 0.10 80.0 19.33 16.12 18.69 2

21.400 658.8 38,84 575.9 .836 98.5 354.9 1059 300.0 0.10 90.0 19.33 16.11 18.64 2

21,403 659.2 38,81 576.4 .837 98.4 356.9 1062 300.0 0.10 100. 19.33 16.10 18.58 2

21.404 659.6 38.79 576.8 .837 98.3 358.1 1064 300.0 0.10 110. 19.33 16.10 18.53 2

21.404 659.7 38,79 576.8 .837 98.3 363.8 1074 300.0 0.10 112. 19.33 16.09 18.53 2

21.404 659.9 38.76 577.1 .837 98.3 367.4 1080 300.0 0,10 120. 19.33 16.08 18.49 2

Table 6.26 Optimizations at Fixed Front Surface Doping Concentration (Do), case 3

log log log

elf Voc Jsc Vmp tT Ceff 'Ubulk Ld X L Xf Xb Do D8 DL Opl

21.266 653.7 38.93 571.2 .836 98.7 354.5 1058 300.0 0.I0 50.0 18.43 16.11 18.93 2

21.309 655.0 38.92 572.4 .836 98.7 349.9 1050 300.0 0.10 50.0 18.73 16.12 18.93 2

21.341 656.0 38.91 573.4 .836 98.6 341.5 1036 300.0 0.I0 50.0 19.03 16.13 18.93 2

21.355 656.5 38.90 $73.9 ,836 98.6 339.5 1032 300.0 0.10 $0.0 19.33 16.14 18.93 2

21.331 655.7 38.91 573.1 .836 98.7 348.6 1048 300.0 0.10 50.0 19.63 16.12 18.93 2

21.216 652.2 38.95 569.6 .835 98.7 376.2 1095 300.0 0.10 50.0 19.94 16.07 18.93 2

20.910 643.4 38.99 561.1 .833 98.9 432.6 1184 300.0 0.10 50.0 20.24 15.97 18.92 2
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Table6.27 OptimizationsatFixedBulkDopingConcentration(DB),case3

log log log

eft Voc Jsc Vm_ _ Ceff "Cbutk I._ XL Xf Xb Do DB DL Op!

20.924 654.2 39.23 560.9 .815 99.4 805.7 1668 300.0 0.10 50.0 19.33 15.23 18.93 2

21.156 654.3 39.17 565.7 .825 99.3 674.3 1514 300.0 0.10 50.0 19.35 15.53 18.97 2

21.305 654.8 39.08 570.3 .833 99.1 508.1 1296 300.0 0.10 50.0 19.35 15.84 18.95 2

21355 656.5 38.90 573.9 .836 _R$.6 3395 1032 3_.0 0.10 50.0 1933 16.14 18.93 2

21.301 659.0 38.58 577.0 .838 97.8 202.9 764 300.0 0.10 50.0 19.33 16.44. 18.90 2
21.127 662.4 38.03 580.5 .839 96.4 I11.0 525 300.0 0.10 50.0 19.31 16.74 18.87 2

20.808 665.8 37.24 583.7 .839 94.4 56.8 337 300.0 0.10 50.0 19.29 17.04 18.81 2

Table6.28 Opnm/zationsatFixedBack SurfaceDopingConcenu'ation(DD, case3

log log log

elf Voc Jsc Vmp ff Ceff 'Cbulk Ld XL Xf X b Do I3_ Dr. Opt
20.818 646.2 38.57 564.7 .835 97.8 299.7 961 300.0 0. I0 50.0 19.33 16.21 18.03 2

21.118 651.4 38.78 569.4 .836 98.3 322.0 1001 300.0 0.10 50.0 19.33 16.17 18.33 2

21.302 655.2 38.88 572.8 .836 98.6 330.5 1017 300.0 0.10 50.0 19.33 16.15 18.63 2

21.355 656.5 38.90 $73.9 .836 98.6 339.5 1032 300.0 0.I0 50.0 1933 16.14 18.93 2

21.329 656.2 38,88 573.5 .836 98.6 347.4 1046 300.0 0.I0 50.0 19.33 16.12 19.23 2

21.290 655,7 38.84 573.0 .836 98.5 351,4 1053 300.0 0,10 50.0 19.34 16.11 19.54 2

21.255 655.2 38.81 572.6 .836 98.4 352.7 1055 300.0 0.I0 50.0 19.33 16.11 19.84 2
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Parameters Held Constant During Optimization (see also table 6.1).

Front surface recombination velocity (Sf) 10,0(30

Back surface recombination velocity (Sb) 10,000

Electron minority carrierlifetimeI (%n0) 0.40

Hole minority carrierlifetimeI (*.po) 0.20

cm/s

cm/s

ms

ms

Optimal Values ofDecision Variables

Front junction depth (Xf)

Back junction depth (Xb)

Cell thickness (XL)

Front surface doping concentration (Do)

Bulk doping concentration (DB)

Back surface doping concentration (D L)

0.10

50.0

300.0

7.228x1019

1.0xl016

5.724x1019

Itm (lower bound)

I.tm (upper bound)

Itm (upper bound)

P atoms/era 3

B atoms/era 3

B atoms/cm 3

Cell Performance Parameters

Efficiency

Open circuit voltage (Voc)

Short circuit current density (Jsc)

Maximum power voltage (Vmp)

Fill factor

Collection efficiency

Bulk resitivity

Sheet resistance layer 1

layer 2

Bulk lifetime

Bulk diffusion length

20.361

631.16

38.809

549.55

0.8312

98.38

1.391

395.4

7.19

165.8

731

%

mV

mA/cm 2

mV

%

ohm-cm

ohm/[]

ohm/[]

Its

Itm

1 Values in lightly doped silicon.

Table 6.29 Optimal Solution For Case 4
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Table 6.30 Effect of BSF and BSR. case 4 (Sf = 10,000 ¢m/s, Sb = 10,000 ¢m/s, Tin0 = 0.4 ms)

log log log

off Voc Jsc Vmp n Celt %ulk Ld Xt. Xf Xb Do DB Dr. Op!
20.361 631.2 38,81 549.5 A31 98.4 165.8 731 300.0 0.10 .50.0 19.86 16.00 18.72 2

19.908 631.1 37.93 549.8 .832 98.6 151..5 695 500.0 0-I0 50.0 19.8,5 16.06 18.74 I

19.170634.1 36.28 583.3 .833 92.0 _4.8 282 500.0 0-10 0- 19.82 16.86 o. 2
1_982 634.2 35.86 553.4 .833 93.2 33.3 _4 500.0 0-10 0- 19.84 16.88 o. i

Table6.31 Opt/mizationsatFixedCellThickness(XI..),withbsf,case4

log log log

elf Voc J_c Vmp ff Ce_' %ulk Ld XL Xf Xb DO DB DL Opl
16.711 631.2 31.79 550_ .833 99.9 246.8 912 I0.0 0-10 0.2 19.82 15.64 19.91 2

18.308 632.9 34.73 552.0 .833 99.8 221.9 860 25.0 0.10 0.2 19.85 15.76 19.91 2

19.071 633.8 36.13 552.8 .833 99.3 200.4 813 50.0 0.10 10.0 19.87 15.85 19.11 2

19.782 635.1 37.40 553.8 .833 99.1 185.5 779 100-0 0.10 22.3 19.87 15.91 18.92 2

20,108 634.8 38.05 553.4 .832 98.9 173.9 751 150.0 0.I0 29.9 19.90 15.96 18.86 2

20.258 634.1 38.39 552.6 .832 98.6 169.5 740 200.0 0-I0 49.2 19.87 15.98 18.66 2

20.332 632.5 38.65 550.9 .832 98.5 168.8 738 250.0 0-10 49.8 19.86 15.99 18.68 2

20.361 631.2 38.81 549.5 r'ti N.4 165.8 731 300.0 0.10 50.0 19.86 16.00 18.72 2

20.362 630.7 38.85 549.1 .831 98.3 164.1 72"7 319.1 0-10 50.0 19.85 16.01 18.72 2

20.358 630.0 38.89 f_4&3 .831 98.2 162.9 "/24 _0.0 0-10 50.0 19.86 16.01 18.74 2

20.336 628.9 3&94 547.2 .830 98.0 160.8 719 400.0 0-10 50.0 19,87 16.02 18.75 2

20.296 627.7 38.95 546.0 .830 97.8 159.5 715 450.0 0-10 50.0 19.84 16.03 18.76 2

20.257 626.9 38.94 545.1 .830 97.6 157.4 710 500.0 0-10 50.0 19.86 16.04 18.78 2

Table6.32 Optitmzat/onsatFixedCellThickness(Xl.),no bsf,case4

log log log

eft Voc Jsc Vmp ff Ceff "_bulk Ld XL Xf Xb Do DB DL Opt

14.455 601.7 29.07 522.5 .826 91.3

15,823 614.3 31.06 534.5 .829 89.3

16.908 625.2 32.52 544.9 .831 89.4

17.958 631.1 34.17 5.50.5 .833 90.5

18.480 632.9 35.05 552.2 .833 91.1

18.802 633.9 35.60 553.2 .833 91.5

19.013 634.0 35.99 553.3 .833 91.7

19.170 634.1 36.28 553.3 .833 92.0

19.287 634.0 36.51 553.2 .833 92.2

19.379 633.8 36.70 553.0 .833 92.4

19.444 633.3 36.86 552.5 .833 92.5

19.503 633.0 36.99 552.1 .833 92.7

20.4 196 I0.0 0.10 0. 19.76 17.11 0. 2

17.0 173 25.0 0.10 (3. 19.79 17.18 0. 2

14.2 152 50.0 0-10 0. 19.81 17.26 0. 2

17.6 177 100.0 0.I0 0. 19.81 17.17 0. 2

22.3 208 150.0 O.10 0. 19.82 17.07 0. 2

26.4 234 200.0 0.10 0. 19.82 16.99 0. 2

30.7 260 250.0 0.I0 0. 19.81 16.92 0. 2

34.8 282 300.0 0-lO 0. 19.82 16.86 0. 2

38.7 303 350.0 0-I0 0. 19,82 16.81 0. 2

42.4 322 400.0 0.I0 0. 19.83 16.77 0. 2

46.3 340 450.0 0.10 0- 19.81 16.73 0. 2

49.9 357 500.0 0.I0 0. 19.82 16.69 0. 2
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elf Voc

Table 6.33

Jsc Vmp

Optimizations at Fixed Front Junction Depth (Xf), case 4

log log

IT Ceu %u_ Ld XL Xf Xb DO DB
log

DL Op1
20.404 632.2 38.82 550.5 .831 98.4 164.1 727 300.0 0.06 50.0 20.00 16.01 18.70 2

20.361 631.2 38.81 549.5 .831 98.4 16.5.8 731 300.0 0.I0 .50.0 19.86 16.00 18.72 2

20.288 629.8 38.77 548.1 .831 98.3 170.7 743 300.0 0.20 50.0 19.67 15.98 18.69 2

20.226 629.1 38.71 547.5 .831 98.1 171.6 745 300.0 0.30 50.0 19.$5 15.97 18.68 2

20.167 628.5 38.63 547.0 .831 97.9 173.2 749 300.0 0.40 50.0 19.45 15.97 18.70 2

20.107 628.0 38.56 546.4 .830 97.8 176.4 757 300.0 0.50 50.0 19.36 15.95 18.71 2

19.956 626.9 38.35 545.3 .830 97.2 181.9 770 300.0 0.75 50.0 19.19 15.93 18.70 2

19.804 625.7 38.15 544.1 .830 96.7 188.6 786 300.0 1.130 50.0 19.02 15.90 18.71 2

19.513 622.9 37.80 541.2 .829 95.8 199.8 812 300.0 1.50 49.5 18.69 15.85 18.69 2

19.249 619.0 37.58 537.2 .827 95.3 216.0 847 300.0 2.00 50.0 18.35 15.78 18.68 2

elf Voc

Table 6.34

Jsc Vmp

Optimizations at Fixed Back Junction Depth (Xb), case 4

log log log

IT Ceff Zbulk Ld XL Xf X b Do DB DL Opl
20.264 628.0 38.86 546.4 .830 98.5 171.8 746 300.0 0.10 0.2 19.86 15.97 20.07 2

20.200 626.7 38.83 545.1 .830 98.4 175.3 754 300.0 0.10 0.5 19.86 15.96 19.76 2

20.174 626.1 38.82 544.6 .830 98.4 177.3 759 300.0 0.10 1.0 19.86 15.95 19.60 2

20.167 626.0 38.81 544.6 .830 98,4 175.8 755 300.0 0.10 2.0 19.86 15.96 19.44 2

20.198 626.7 38.82 545.3 .830 98.4 173.7 750 300.0 {3.10 5.0 19.86 15.97 19.29 2

20.2.50 628.0 38.83 546.4 .830 98,4 169.6 740 300.0 0.10 10.0 19.86 15.98 19.18 2

20.309 629.4 38.83 547.9 .831 98.4 165.8 731 300.0 0.10 20.0 19.86 16.00 19.04 2

20.336 630.2 38.83 548.6 .831 98.4 165.8 731 300.0 0.10 30.0 19.86 16.00 18.92 2

20.352 630.7 38.82 549.1 .831 98.4 165.8 731 300.0 0.10 40.0 19.86 16.00 18.82 2

20.361 631.2 38.81 549.5 .831 98.4 165.8 731 300.0 0. I0 50.0 19.86 16.00 18.72 2

20.365 631.5 38.79 549.9 .831 983 !65.9 731 3000 0.!0 60.0 19.86 16.00 !8.62 2

20.368 631.8 38.77 550.2 .831 98.3 166.3 732 300.0 0.I0 70.0 19.86 16.00 18.56 2

20.369 632.0 38.76 550.4 .831 98.3 168.7 738 300.0 0.10 80.0 19.86 15.99 18.49 2

20.369 632.1 38.76 550.4 .831 98.3 170.1 742 300.0 0.10 84.3 19.86 15.98 18.45 2

20.369 632.2 38.75 550.6 .831 98.2 170.6 743 300.0 0.I0 90.0 19.85 15.98 18.40 2

eft"

Table 6.35

Voc Jsc

Optimizations at Fixed Front Surface Doping

Vmp IT Ceff Xbulk Ld X L

Concentration (Do),case 4

log Io8 Io8

Xf X b Do DB DL Opl

20.151 624.8 38.86 543.4 .830 98.5 176.5 757 300.0 O.I0 49.6 18.96 15.95 18.70 2

20.249 627.7 38.84 546.3 .830 98.5 171.7 746 300.0 0.10 50.0 19.26 15.97 18.71 2

20.325 630.1 38.81 548.5 .831 98.4 165.8 731 300.0 0.10 50.0 19.56 16.00 18.71 2

20.361 631.2 38.81 549.5 .831 98.4 165.8 731 300.0 0.10 $0.0 19.86 16.00 18.72 2

20.298 629.4 38.82 547.8 .831 98.4 172.5 747 300.0 0.I0 50.0 20.16 15.97 18.72 2

20.031 622.3 38.82 540.9 .829 98.4 183.7 774 300.0 0.10 49.4 20.46 15.92 18.67 2

19.813 616.5 38.82 535.3 .828 98.4 199.2 810 300.0 0.10 50.0 20.60 15.85 I8.67 2
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Table 6.36 Optimizations at Fixed Bulk Doping Concentration (DB), case 4

log log log

off Vo¢ Jsc Vmp ff Ceff 2:bulk Ld XL Xf Xb Do DB DL Opl
19.849 631.6 38.66 540.4 .813 99.3 340.1 1086 201.7 0-10 50.0 19.90 15.10 18.65 2

20.100 629.3 38.93 541.8 .820 99.2 295.8 1007 2_.6 0.10 50.0 19.86 15.40 18.69 2

20.291 628.9 39.00 545.3 .827 98.9 234.$ 887 297.6 0-10 50.0 19.88 15.70 18.69 2

20..361 631.2 _lltl 549..5 I'll 98.4 16.5.8 731 300.0 0.10 50.0 19.86 16.00 18.7"2 2

20.290 633.6 38.45 552.5 .833 97.5 104.3 560 300.0 0-10 $0.0 19.86 16.30 18.71 2

20.065 636.0 37.84 555.1 .834 96.0 59.7 400 292.1 0-10 50.0 19.84 16.60 18.70 2

19.670 638.1 36.95 557.2 .834 94.0 31.9 267 269.7 0.10 50.0 19.82 16.90 18.66 2

Table 6.37 Optimizations at Fixed Back Surface Doping Concentration (DL.), case 4

log log log

elf Voc Jsc Vmp n Celt '_bulk Ld XL Xf X b DO DB DL Opl
20.122 62.5.7 38.73 544.5 .830 98.2 177.7 760 300.0 0.10 $0-0 19.86 15.95 17.82 2

20.2.56 628.6 38.78 547.2 .831 98.3 171.3 745 300.0 0.10 50.0 19.86 15.98 18.12 2

20.337 630.5 38.81 548.9 .831 98.4 165.8 731 300.0 0.10 50.0 19.86 16.00 18.42 2

20_61 63:.2 _: s49_ _: _.4 :6s_ 7s: soo.o _:0 so.o :9_6 16.00 xs.vz 2
20.346 631.I 38.78 $49.5 .831 98.3 165.8 731 300.0 0.10 4&0 19.86 16.00 19.02 2

20.323 630.9 38.76 549.3 .831 98.3 165.8 731 300.0 0-10 44.8 19.86 16.00 19.32 2

20.302 630.7 38.73 549.1 .831 98.2 165.8 731 300.0 0-10 43.9 19.86 16.00 19.63 2
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ParametersHeld ConstantDuring Optimization(seealsotable6.1).

Front surfacerecombinationvelocity(SO 1,000

Back surfacerecombinationvelocity(Sb) 1,000

Electronminoritycarrierlifetimex (x_0) 0.I

Hole minoritycarrierlifetimeI ('r.p0) 0.05

cnl/s

cm/s

ms

ms

Optimal Values of Decision Variables

Front junction depth (Xf)

Back junction depth (Xb)

Cell thickness (XL)

Front surface doping concentration (Do)

Bulk doping concentration (DB)

Back surface doping concentration (DI.)

0.10

0.2

100.0

1.863x1019

2.005x1016

2.139x1019

p.rn(lowerbound)

p_m (lowerbound)

(upperbound)

P atoms/era3

B atoms/era3

B atoms/era3

Cell Performance Parameters

Efficiency

Open circuit voltage (Vo¢)

Short circuit current density (Jsc)

Maximum power voltage (Vmp)
Fill factor

Collection efficiency

Bulk resitivity

Sheet resistance layer 1

layer 2

Bulk lifetime

B ulk diffusion length

20.022

642.9

37.339

561.2

0.8340

98.91

0.735

1097.4

67.67

26.1

280

%

mV

m.A/cm 2

mV

%

ohm-era

ohm/[]

ohm/1"7

gs

I_m

1 Values in lightly doped silicon.

Table 6.38 Optimal Solution For Case 5
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Table 6.39 Effect of BSF and BSR, case 5 (Sf = 1,000 cm/s, Sb = 1,000 cm/s, T,n0 = 0.1 ms)

log log log

cff Voc Jsc Vmp ff Ceff _bulk I-,d XL Xf X b Do DB DL Opl
20.022 642.9 3734 561.2 .834 98.9

19.296 642.3 36.02 560.7 .834 99.0

19.081 635.5 36.02 554.7 .833 95.4

18.502 635.9 34.91 555.1 .833 95.9

26,1 280 100.0 0.10 0.20 19.27 1630 19.33 2

24.7 271 100.0 0.10 0.20 19.27 16.34 19.33 1

11.8 172 100.0 0.10 0. 19.26 16.72 0. 2

10.9 163 100.0 0.10 0. 19.27 16.76 0. 1

Table 6.40 Optimizations at Fixed Cell Thickness (XL), with bsf, case 5

log log log

eft Voc Jsc Vmp ff Ceff '_bulk Ld XL Xf X b D O DB DL Op1
17.878 669.8 31.80 587.2 .839 99.9 21.5 250 10.0 0.10 0.20 19.24 16.41 19.29 2

19.312 663.8 34.71 581.4 .838 99.8 20.5 242 25.0 0.10 0.20 19.25 16.44 19.30 2

19.832 655.1 36.19 572.9 .836 99.5 22.0 253 50.0 (3.10 0.20 19.27 16.40 19.31 2

19.979 648.3 36.90 566.4 .835 99.2 24.1 267 75.0 0.10 0.20 19.27 16.35 19.31 2

20.022 642.9 37.34 .561.2 Jk34 98.9 26.1 280 100.0 0.I0 0.20 19.27 1630 1933 2

20.022 641.5 37.44 559.8 .834 98.8 26.9 285 107.1 0.10 0.20 19.25 16.29 19.33 2

20.013 638.4 37.63 556.7 .833 98.6 28.2 293 125.0 0.10 0.20 19.25 16.26 19.34 2

19.977 634.6 37.82 553.1 .832 98.3 29.6 301 150.0 0.10 0.20 19.26 16.23 19.36 2

19.865 628.6 38.03 547.3 .831 97.7 32.1 316 200.0 0.10 0.20 19.27 16.18 19.39 2

19.594 620.7 38.08 539.6 .829 96.5 34.9 331 300.0 0.I0 0.20 19.26 16.12 19.45 2

Table 6.41 Optimizations at Fixed Cell Thickness (XL), no bsf, case 5

log log log

elf Voc Jsc Vmp ff Ceff 'Ubulk I..,d XL Xf X b DO DB DL Opl

17.026 650.2 31.35 568.5 .835 98.5

18.331 646.8 33.93 565.4 .835 97.5

18.827 642.0 35.14 560.9 .835 96.6

18.999 638.3 35.69 557.4 .834 95.9

19.081 635.5 36.02 554.7 .833 95.4

19.I19 633.6 36.22 552.8 .833 94.9

19.136 631.8 36.38 551.1 .833 94.6

19.139 630.0 36.50 549.4 .832 94.3

19.135 628.5 36.59 547.9 .832 94.0

19.086 624.9 36.75 544.3 .831 93.2

4.5 89 I0.0 0.I0 0.

6.4 ii4 25.0 0.I0 0.

8.5 138 50.0 0.I0 0.

10.3 157 75.0 0.I0 0.

11.8 172 100.0 0.I0 0.

12.9 182 125.0 0.I0 0.

14.1 192 150.0 0.10 0.

15.4 203 172.7 0.I0 0.

16.6 213 200.0 0.10 0.

19.24 17.17 0. 2

i9.24 i7.01 0. 2

19.25 16.88 0. 2

19.24 16.79 0. 2

19.26 16.72 0. 2

19.24 16.68 0. 2

19.24 16.63 0. 2

19.25 16.59 0. 2

19.26 16.55 0. 2

219.6 236 300.0 0.I0 0. 19.24 16.46 0.
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eft Voc

Table 6.42 Optimizations at Fixed Front Junction Depth (Xf), case 5

log log log

Jsc Vmp ff Ceff '_bulk Ld XL Xf Xb Do DB DL Opl

20.035 643.3 37.34 561.5 .834 98.9 26.1 280 lOO.0 0.06 0.20 19.44 16.30 19.33 2

20.022 642.9 37.34 561.2 JIM 98.9 7.6.1 280 10O.0 0.10 020 19.27 16,30 1933 2

19.999 642.4 37.34 560.6 .834 98.9 26.1 280 100.0 0.20 0.20 19.04 16.30 19.33 2

19.982 641.8 37.35 560.0 .834 98.9 27.0 2_ 100.0 0.30 0.20 18.91 16.28 19.33 2

19.968 641.4 37.34 5.59.7 .834 98.9 27.0 285 I00.0 0.40 0.20 18.82 16.28 19.33 2

19.954 641.1 37.35 559.3 .833 98.9 27.4 288 100.0 0.,50 0.20 18.73 16.27 19.32 2

19.922 640.6 37.32 5.58.8 .833 98.9 27.0 2,86 1120.0 0.75 0.20 18.57 16.28 19.32 2

19.892 639.9 37.32 558.1 .833 98.9 27.9 291 100.0 1.00 0.20 18.41 16.26 19.26 2

19.835 638.9 37.29 557.1 .833 98.8 211.5 295 100.0 1.50 0.20 18.20 16.25 19.33 2

19.774 637.6 37.27 555.8 .832 98.7 30.0 304 100.0 2.00 0.20 18.01 16.22 19.07 2

eft Voc

Table6.43 Optimizadons at FixedBack JunctionDepth (Xb),case5

log log

Jsc Vmp fr Ceu Xbulk Ld XL Xf Xb Do De Dr. Opl

20.060 6_.0 37.34 562.2 .834 98.9 25.1 274 100.0 0.10 0.05 19.26 16.32 19.87 2

20.040 643.,1 37.35 561.6 .834 98.9 26.1 280 100.0 0.10 0.10 19.27 16.30 19.56 2

20.022 642.9 37.34 $61.2 _ 98.9 26.1 280 100.0 0.10 0.20 19.27 16.30 1933 2

20.010 642.7 37.33 560.9 .834 98.9 26.1 280 100.0 0.10 0.30 19.27 16.30 19.20 2

19.994 642.3 37.33 560.5 .834 98.9 26.4 281 100.0 0.10 0.50 19.28 16.30 19.03 2

19.980 641.8 37.34 560.1 .834 98.9 27.0 285 lO0.O 0.10 0.75 19.27 16.28 18.91 2

19.969 641.5 37.34 559.8 .834 98.9 27.4 288 100.0 0.10 1.(30 19.27 16.27 18.83 2

19.952 641.0 37.34 559.3 .834 98.9 28.0 291 100.0 O. lO 1.50 19.27 16.26 18.69 2

19.940 640.7 37.34 559.0 .834 98.9 28.1 292 100.0 O.lO 2.00 19.27 16.26 18.59 2

Table6.44 Opdmizadons atFixedFrontSurfaceDoping Concentration(Do),case5

log log log

elf Voc Jsc Vmp ff Ceff '_bulk Ld XL Xf X b Do DB DL Opl

19.968 641.2 37.36 559.5 .834 98.9 27.0 286 I00.0 0.10 0.20 18.37 16.28 19.33 2

19.995 642.1 37.34 560.5 .834 98.9 26.1 280 100.0 0.10 0.20 18.67 16.30 19.33 2

20.014 642.7 37.34 561.0 .834 98.9 26.1 280 I00.0 0.10 0.20 18.97 16.30 19.33 2

20.022 642.9 3734 561.2 .,834. 98.9 26.1 280 100.0 0.10 0.20 1927 16.30 19.33 2

20.009 642.6 37.34 560.9 .834 98.9 26.1 280 I00.0 0.10 0.20 19.57 16.30 19.33 2

19.947 640.5 37.36 558.9 .834 99.0 27.6 289 I00.0 0.10 0.20 19.87 16.27 19.33 2

19.775 635.4 37.37 554.0 .833 99.0 29.5 301 I00.0 0.10 0.20 20.17 16.23 19.32 2
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Table 6.45 Opfimizations at Fixed Bulk Doping Concentration (DB), case 5

log log log

off Voc Jsc Vmp u Ceff _bulk Ld XL Xf X b DO DB DL Opl
19.365 635.5 37.64 540.4 .810 99.7

19.715 636.8 37.60 549.6 .823 99.6

19.941 639.8 37.51 5.56.6 .831 99.4

20.022 642.9 3734 561.2 .834 98.9

19. 89 i 648.2 36.72 566.7 .836 98.1

19.633 651.9 36.02 570.3 .836 97.5

19.071 653.8 34.90 571.9 .836 96.7

73.9 503 100.0 0. I0 0.20 19.31 15.40 19.37 2

58.6 643 100.0 0.10 0.20 19.29 15.70 19.36 2

41.4 365 100.0 0. I0 0.20 19.28 16.00 19.35 2

26.1 280 I00.0 0.10 0.20 19.27 1630 1933 2

13.4 186 84.3 0.10 0.20 19.25 16.66 19.31 2

8.1 134 65.6 0.10 0.20 19.25 16.90 19.28 2

4.2 84 43.7 0. I0 0.20 19.26 17.21 19.25 2

Table 6.46 Optirnizations atFixed Back Surface Doping Concenu'ation (DL), case 5

log log log

off Voc Jsc Vmp u Cef f _bulk Ld XL Xf X b DO DB DL Opl
19.965 641 .d 37.33 559.7 .834 98.9

19.993 642.1 37.34 560.4 .834 98.9

20.013 642.8 37.34 561.0 .834 98.9

20.022 642.9 37.34 $61.2 JIM 98.9

20.008 642.6 37.33 560.9 .834 98.9

19.944 640.8 37.34 559.1 .833 98.9

19.768 636. ! 37.32 554.6 .833 98.9

27.3 287 I00.0 0.I0 0.20 19.27 16.28 18.43 2

26.9 285 I00.0 0.I0 0.20 19.27 16.29 18.73 2

26.1 280 100.0 0.10 0.20 19.27 16.30 19.03 2

26.1 280 100.0 0.10 0.20 19.27 1630 1933 2

26.1 280 I00.0 0. I0 0.20 19.27 16.30 19.63 2

28.2 293 100.0 0.10 0.20 19.27 16.26 19.93 2

31.6 313 100.0 0.10 0.20 19.27 16.19 20.23 2
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@

Parameters Held Constant During Optimization (seealsotable6.I).

Front surfacerecombination velocity (S0 1,000

Back surfacerecombination velocity (Sb) **

Electron minority carrierlifetimeI ('r.u0) 0.1

Hole minority carrierlifetimeI (,r,p0) 0.05

cm/s

cm/s

ms

ms

Optimal Values ofDecision Variables

Front junction depth (Xf)

Back junction depth (Xb)

Cell thickness (XL)

Front surface doping concentration (Do)

Bulk doping concentration (DB)

Back surface doping concentration (DL)

0.10

24.17

100.0

1.932x1019

1.236x1016

1.031x1019

lain (lower bound)

l_m

gm (upper bound)

P atoms/era3

B atorns/cm3

B atoms/cm 3

Cell Performance Parametez_

Efficiency

Open circuit voltage (Voc)

Short cL,'euit current density (Jsc)

Maximum power voltage (Vmp)

Fill factor

Collection efficiency

Bulk resitivity

Sheet resistance layer 1

layer 2

Bulk lifetime

Bulk diffusion length

19.481

631.2

37.05

550.74

0.832

98.14

1.143

1100.9

10.61

36.5

340

1 Values in lightly doped silicon.

%

mV

_.!cm 2

mV

%

ohm-era

ohm/[]

ohm/[]

ItS

Itm

Table 6.47 Optimal Solution For Case 6
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Table 6.48 Effect of BSF and BSR, case 6 (Sf - 1,000 cm/s, Sb = oo cm/s, T.n0 - 0.1 ms)

log log log

eft Voc Jsc Vmp
19.481 632.0 37.05 550.7

18.847 631.7 35.85 550.6

17.553 633.5 33.28 552.7

17.2.54 633.6 32.71 552.8

IT Ceff '_bulk Ld XL Xf X b Do I_ DL OFt
.1132 96.1 36.5 340 100.0 0.I0 24.2 19.29 16.09 19.01 2

.832 98..5 33.7 324 100.0 0.10 24.2 19.28 16.15 19.05 1

.833 88.1 5.1 97 100.0 0.10 0. 19.27 17.12 0. 2

.833 89.9 4.9 94 100.0 0.I0 0. 19.26 17.14 0. 1

Table6.49

eft Vo¢ Jsc

Optimizations at Fixed Cell Thickness (XL), with bsf, case 6

log 1o8 1o8

Vmp fr Ceff '_butk I-d XL Xf X b D O D B D L Opl
16.039 621.4 31.07 541.1 .831 97.6

18.008 633.2 34.15 552.2 .833 98.1

18.942 635.3 35.80 554.1 .833 98.4

19.304 633.9 36.58 552.7 .832 98.3

19.481 632.0 37.05 $.$0.7 .832 98.1

19.568 629.8 37.37 548.6 .831 97.9

19.607 627.3 37.62 546.2 .831 97.8

19.613 625.7 37.74 54.4.6 .830 97.7

19.602 623.7 37.86 542.7 .830 97.3

56.7 435 I0.0 0.10 2.5 19.22 15.73 20.07 2

43.4 375 25.0 0.10 6.7 19.24 15.97 19.62 2

38.4 350 50.0 0.10 12.8 19.27 16.06 19.32 2

36.8 342 75.0 0.10 l&4 19.26 16.09 19.15 2

36..$ 340 100.0 0.10 24.2 1929 16.09 19.01 2

37.1 343 125.0 0.10 31.0 19.25 16.08 18.89 2

37.2 344 150.0 0.10 29.8 19.26 16.08 18.93 2

37.6 346 166.9 0.10 30.8 19.25 16.07 18.93 2

37.4 345 200.0 0.10 39.4 19.27 16.07 18.79 2

Table 6.50

eff Voc Jsc Vmp

13.019 5"72.6 27.92 493.0

14.895 591.5 30.75 510.9

16.256 630.8 31.00 549.9

17.064 632.7 32.41 551.8

17.553 633.5 33.28 552.7

17.878 634.2 33.85 553.4

18.107 634.4 34.27 553.5

! 8.402 633.9 34.85 553.1

18.574 632.7 35.26 55 t.9

18.684 631.4 35.55 550.7

Optim/zadons at Fixed Cell Thickness (XL), no bsf, case 6

log log log

ff Cef f 'Ubulk L d X L Xf X b Do DB DL Opl

•814 87.7 2.2 52 10.0 3.05 0. 17.64 17.49 0. 2

•819 88.4 4.0 82 25.0 3.50 0. 17.31 17.22 0. 2

•831 85.2 2.7 60 50.0 0.10 0. 19.29 17.41 0. 2

•832 87.1 3.9 80 75.0 0.10 0. 19.27 17.24 0. 2

•833 88.1 5.1 97 100.0 0.10 0. 19.27 17.12 0. 2

•833 88.7 5.9 108 12.5.0 (3.10 0. 19.26 17.05 0. 2

•833 89.1 6.8 119 150.0 0.10 0. 19.26 16.98 0. 2

•833 89.5 8.4 137 200.0 0. l0 0. 19.26 16.89 0. 2

.833 89.9 10.0 154 250.0 0. I0 (3. 19.25 16.80 0. 2

•832 90.1 i 1.4 168 300.0 (3.10 0. 19.25 16.74 0. 2
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Table6.51 OptinuzationsatFixedFrontJunctionDepth (Xf),case6

tog !o8 log

eff Voc J_ Vmp iT Ceff 'Ubulk Ld XL Xf X b Do DB DL Opl

19.489 632.2 37.05 551.0 .832 98.1

19.481 632.0 37.05 550.7 JD2 98.1

19.,167 631.5 37.06 550.3 .832 98.2

19.455 631.1 37.06 549.9 .832 98.2

19.445 630.9 37.06 549.7 .832 98.2

19.436 630_7 37.05 549.5 .832 98.2

19.413 630.3 37.04 549.1 .832 98.1

19.392 629.7 37.04 548.5 .831 98.1

19.350 628.9 37.02 547.7 .831 98.1

19.309 628.3 36.99 547.0 .831 98.0

36.5 340 100.0 0.06 24.3 19.44 16.09 19.01 2

36.5 340 100.0 0.10 24.7, 19.29 16.09 19.01 2

37.1 343 100.0 0.20 24.3 19.05 16.08 19.00 2

37.3 344 100.0 0.30 24. I 18.91 16.08 19.00 2

37.4 345 100.0 0.40 24.1 18.80 16.07 19.01 2

37.5 345 100.0 0.50 24.2 18.69 16.07 19.00 2

37.2 34.4 100.0 0.75 24.0 18.51 16.08 19.00 2

38.3 349 100.0 1.00 23.6 18.36 16.06 19.01 2

38.4 350 100.0 1.50 22.3 18.12 16.06 19.05 2

38.8 352 100.0 2.00 22.6 17.94 16.05 19.04 2

Table6.52 OptimizationsatFixedBackJunctionDepth(Xb),case6

log log Io8

eff Voc Jsc Vmp ff Ceff 'Ubulk Ld XL Xf X b Do DB DL Opt

17.597 633.2 33.39 $52.4 .833 88.4 5.3 100 100.0 0.10 0.0 19.27 17.10 20.60 2

17.645 632.9 33.49 552.1 .832 88.7 5.6 104. 100.0 0.10 0.1 19.27 17.08 20.60 2
18.318 601.5 36.85 522.0 .826 97.6 48.4 398 100.0 0.10 0.5 19.27 15.88 20.60 2

18.732 608.4 37.23 528.0 .827 98.6 55.3 429 100.0 0.10 1.0 19.27 15.76 20.60 2
19.023 617.5 37.15 537.0 .829 98.4

19.302 625.0 37.17 544.2 .831 98.5

19.427 628.8 37.16 547.8 .831 98.4

19.478 631.3 37.09 550.1 .832 98.2

19.481 632.0 37.05 $$0.7 ,832 98.1

19.477 632.6 37.00 551.3 .832 98.0

19.460 633.5 36.91 552.1 .832 97.8

19.435 634.2 36.82 552.8 .832 97.5

43.4 375 I00.0 0.10 2.0 19.25 15.97 20.31 2

38.3 349 I00.0 0.I0 5.0 19.28 16.06 19.88 2

36.5 340 100.0 0.I0 I0.0 19.27 16.09 19.54 2

36.5 340 1(30.0 0.10 20.0 19.29 16.09 19.13 2

36.$ 340 100.0 0.I0 24.2 1929 16.09 19.01 2

37.2 344 100.0 0.10 30.0 19.29 16.08 18.87 2

39.0 353 I00.0 0.I0 40.0 19.29 16.05 18.69 2

41.6+ 366 I00.0 0.I0 50.0 19.29 16.00 18.53 2

Table6.53 OptimizadonsatFixedFrontSurfaceDopingConcenu'adon(Do),case6

log log log

eff Voc Jsc Vmp ff Ceff 'tbulkLd XL Xf X b DO DB DL Opl
19.447 630.7 37.07 549.6 .832 98.2

19.464 631.4 37.05 550.2 .832 98.2

19.476 631.8 37.05 550.6 .832 98.1

19.481 632.0 37.05 550.7 .832 98.1

19.472 631.7 37.05 550.5 .832 98.1

19.429 630.2 37.07 $49.0 .832 98.2

37.5 345 I00.0 0.I0 24.2 18.38 16.07 19.01 2

36.5 340 I00,0 0.I0 24.0 18.68 16.09 19.01 2

36.5 340 100.0 0.10 24:1 18.98 16.09 19.01 2

36.5 340 100.0 0.I0 24.2 1929 16.09 19.01 2

36.5 340 I00.0 0.I0 24.1 19.59 16.09 19.01 2

38.I 348 I00.0 0.I0 24.1 19.89 16.06 19.00 2

219.306 626.3 37.09 545.4 .831 98.3 39.7 357 I00.0 0.I0 22.7 20.19 16.03 19.04

2O4



eft

Table6.54 Optirn/zadonsatFixedBulkDoping Concentration(De), case6

log log

Voc Js¢ Vmp n' C-.eft_bulk I..d XL Xf Xb DO DB

log

DL Opl

19.073 629.8 3"/.15 539.6 .815 98.4

19.287 630.8 37.07 54-5.S .82-5 98.2

19.423 630.2 37.17 S47.6 .829 98.4

19.al 632.0 37.05 $.q}.7 Jl32 98.1

19.412 634.6 36.71 553.7 .833 9"/.3

19.176 637.6 36.07 556,7 .834 95.$

18.728 640.5 35.05 559.4 .834 92.9

82.1 5"33 100.0 0. I0 50.0 19.31 15.19 18.54 2

69.7 487 100.0 O.10 50.0 19.30 15.49 18.54 2

-53.$ 421 100.0 0.10 31.2 19.29 1.5.79 18.86 2

36.5 340 100.0 0.10 24.2 19.29 16.09 19.01 2

22.3 25-5 100.0 0.10 22.3 19.26 16.39 19.04 2

12..5 178 100.0 0.10 22.3 19.26 16.69 19.03 2

6.7 117 100.0 0.10 19.4 19.26 16.99 19.08 2

Table6.55 OpdmizarionsatFixedBack Surface DopingConcentration(DO, case6

1o8 log 1o8

off Voc Jsc Vn V ff Ceil" _bulk Ld XL Xf X b DO DB DL Opl

19.327 630.7 36.83 -549.7 .832 97.6

19.430 633.1 36.88 -5-51.8 .832 97.7

19.469 632.-5 36.99 $-51.3 .832 98.0

19.4111 632.0 37.0-5 $50.7 JI32 98.1

19.476 631.4 37.07 -550.3 .832 98.2

19.451 630.7 37.08 -549.6 .832 98.2

19.421 630.3 37.04 549.2 .832 98.1

41.0 363 100.0 0.10 -50.0 19.27 16.01 18.11 2

40.1 3-59 100.0 0.10 46.2 19.27 16.02 18.41 2

38.0 348 100.0 {XlO 33.2 19.29 16.06 18.71 2

36.5 340 100.0 0.10 24.2 19.29 16.09 19.01 2

3-5.9 337 100.0 0.10 18.8 19.27 16.10 19.31 2

36.2 338 !00.0 0.10 16.1 19.27 16.10 19.62 2

36.4 339 100.0 0.10 I-5.8 19.27 16.09 19.92 2

ORIGINAL pAGE IS

Of. POOR QUALITY
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Table 6.56 Effect of Lifetime, XL < 300 pan, Opi = 2

tel tel

J. V_ ff C_e _ I4 XL Xt Xb Do De

ORIGINAL PAGE IS

pOOR QUALITY

I_l Iql Io11

DL _ Sf Sb

17.'/92 613.7 35.04 533.2 .827 98.5

18.557 627.4 35.61 546.3 .831 98.8

19.546 644.8 36.35 562.9 .834 99.1

20.283 657.3 36.90 574.8 .836 99.2

21.011 670.1 37.40 586.8 .838 99.4

21.729 683.7 37.82 599.5 .g40 99.5

2.9 93 34.1 .10 0.2 18.08 16.25 17.06 0.01 0 0

5.2 125 42.4 .10 0.2 18.08 16.30 17.06 0.02 0 0

11.2 181 58.0 .10 0.2 18.07 16.39 17.10 0.05 0 0

20.6 243 74.6 .10 0.2 18.13 16.44 17.24 0.10 0 0

38.1 328 94.4 .10 0.2 18.05 16.48 17.25 0.20 0 0

69.7 440 115.2 .I0 0.2 17.99 16.52 17.31 0.40 0 0

22.297 695.4 38.09 610.4 .842 99.6 114.6 560 131.2 .10 0.2 17.86 16.55 17.34 0.70 0 0

22.653 703.0 38.27 617.0 .g42 99.7 167.4 679 14Z6 .10 0.2 17.79 16.54 17.79 1.00 0 0

23.440 776.1 36.37 686.2 .g30 100.0 1972.2 2631 49.7 .10 0.2 17.81 14.00 17.82 2.00 0 0

24.576 769.4 37.65 689.5 .848 I00.0 4930.5 4161 94.8 .I0 0.2 17.83 14.00 17.93 5.00 0 0

25.258 764.2 38.41 689.6 .860 I00.0 9861.0 5885 145.1 .10 0.2 17.83 14.00 17.95 10.00 0 0

17.773 612.4 35.08 532.0 .827 98.5

18.531 625.9 35.66 544.9 .830 98.8

19.497 637.7 36.71 556.2 .833 98.8

20.228 653.4 37.04 571.1 .836 99.1

20.934 664.8 37.59 581.9 .838 99.3

21.614 676.5 38.07 592.8 .839 99.4

2.9 94 35.1 .I0 0.2 18.25 16.24 18.02 0.01 2 2

5.4 127 43.4 .I0 0.2 18.35 16.28 18.14 0.02 2 2

12.4 191 73.8 .10 0.2 18.54 16.33 18.42 0.05 2 2

21.7 250 81.8 .10 0.2 18.62 16.41 18.59 0.10 2 2

41.0 343 107.0 .10 0.2 18.70 16.44 18.73 0.20 2 2

77.4 469 135.8 .10 0.2 18.75 16.47 18.82 0.40 2 2

22.130 682.9 38.58 598.7 .g40 99.4 134.8 619 185.8 .10 0.2 18.79 16.47 18.88 0.70 2 2

22.447 687.7 38.85 602.6 .g40 99.5 213.8 788 217.4 .10 0.2 18.74 16.41 18.84 1.00 2 2

23.025 701.2 38.98 615.6 .842 99.7 366.2 1017 230.9 .I0 0.2 18.79 16.48 18.93 2.00 2 2

23.675 713.0 39.36 626.6 .844 99.8 989.1 1692 300.0 .10 0.2 18.81 16.42 18.97 5.00 2 2

24.050 721.9 39.40 635.5 .846 99.9 2261.2 2600 300.0 .10 0.2 18.81 16.33 18.98 10.00 2 2

17.691 607.9 35.21 527.8 .g27 98.4 3.2 99 37.9 .10 0.2 18.77 16.18 18.71 0.01 3 3

18.422 619.2 35.88 538.6 .829 98.6 5.9 134 50.4 .10 0.2 19.00 16.23 18.99 0.02 3 3

19.330 627.0 37.10 546.0 .831 98.3 14.9 213 99.1 .10 0.2 19.20 16.22 19.24 0.05 3 3

20.022 641.6 37.43 559.9 .834 98.8 26.7 284 106.9 .I0 0.2 19.25 16.29 19.32 0.10 3 3

20.650 649.8 38.06 567.6 .835 98.9 52.2 396 151.4 .10 0.2 19.30 16.30 19.39 0.20 3 3

2!.224 658.7 38.52 575.9 .836 99.1 103.3 557 195.0 .I0 0.2 19.33 16.31 19.44 0.40 3 3

21.633 665.2 38.83 582.1 .837 99.2 180.1 735 235.0 .I0 0.2 19.33 16.31 19.48 0.70 3 3

21,870 667.4 39.12 584.0 .838 99.2 264.1 893 300.0 .I0 0.2 19.34 16.29 19.52 1.00 3 3

22.252 675,8 39.24 592.1 .839 99.5 542.8 1284 300.0 .I0 0.2 19.34 16.27 19.52 2.00 3 3

22.561 682.5 39.32 598.7 .841 99.7 1493.9 2151 300.0 .I0 0.2 19.33 16.20 19.52 5.00 3 3

22.690 685.2 39.36 601.4 .841 99.8 3359.9 3258 300.0 .I0 0.2 19.34 16.11 19.53 10.00 3 3

17.346 586.5 35.97 507.3 .822 96.5 5.8 140 78.5 .I0 50.0 19.59 15.70 17.47 0.01 4 4

17.993 596.9 36.55 517.3 .825 96.8 10.2 183 99.9 .I0 50.0 19.72 15.84 17.76 0.02 4 4

18.812 608.9 37.35 528.7 .827 97.3 22.6 271 143.0 .10 50.0 19.79 15.93 18.14 0.05 4 4

19.395 617.0 37.93 536.3 .829 97.6 43.4 375 189.8 .I0 50.0 19.83 15.97 18.40 0.10 4 4

19.915 624.4 38.43 543.2 .830 98.0 84.2 521 246.2 .lO 50.0 19.85 15.99 18.59 0.20 4 4

20.361 631.2 38.81 549.5 .831 98.4 165.4 730 300.0 .I0 50.0 19.85 16.00 18.71 0.40 4 4

20,626 636.3 38.95 554.4 ,832 98.7 296.1 978 300.0 .10 50.0 19.87 15.98 18.77 0.70 4 4

20.751 638.7 39.01 556.8 .833 98.9 429.3 1179 300.0 .I0 50.0 19.87 15.97 18.77 1.(30 4 4

20.915 641.9 39.10 559.8 .833 99.1 910.4 1724 300,0 .10 50.0 19.87 15.92 18.79 ZOO 4 4

21,028 644.0 39.16 561.9 .834 99.3 2446.4 2839 300.0 .I0 50.0 19.86 15.86 18.82 5.00 4 4

21.069 644.8 39.18 562.7 .834 99.3 5006.9 4070 300.0 .I0 50.0 19.87 15.83 18.82 10.00 4 4

16.913 574.5 35.93 495.9 .819 95.5

17.489 581.7 36.61 502.6 .821 96.1

18.184 589.7 37.48 510.1 .823 96.7

6.0 142 92.2 .I0 50.0 20.23 15.67 17.81 0.01 5 5

II.I 192 121.7 .I0 49.9 20.30 15.75 18.04 0.02 5 5

27.0 299 177.5 .I0 49.9 20.35 15.78 18.35 0.05 5 5
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18.628 _34.6 :38.04 514.6 .823 97.2 53.6 422 2:32.7 .10 49.8 20.:36 15.79 1&54 0.10 $ 5

19.006 _9.1 38.50 518.5 .824 97.6 104.2 587 300.0 .10 46.6 20.38 15.81 18.78 0.20 5 $

19.268 603.4 38.71 522.6 .825 98.1 2(B.O 823 300.0 .I0 46.7 20.40 15.83 18.82 0.40 5 5

19.397 605.4 38.82 524..5 .825 98.4 369.5 1107 300.0 .10 50.0 20.40 15.80 18.82 0.70 5 5

19.453 606.3 38.86 52.5.4 .825 98.5 $28-3 1324 300.0 .I0 49.2 20.39 15.80 1&83 1.00 5 5

19.521 (_7.4 38.92 526.4 .826 98.7 1054.4 1871 300.0 .I0 43.6 20.39 15.80 18.92 2.00 5 5

19.564 608.1 38.95 527.1 .826 98.8 2619.7 2949 300.0 .I0 43.6 20.39 15.80 18.93 5.00 5 5

19.578 608.4 38.97 527.3 .826 98.8 5282,3 4191 300.0 .I0 43.6 20.39 15.78 I&93 I0.00 5 5

16.363 562.1 35.65 484.1 .817 94.3 6.5 148 101.6 .10 49.6 20.60 15.59 17.84 0.01 6 6

16.857 567.3 36.34 4118.9 .818 94.9 12.4 204 136.3 .10 50.0 20.60 15.64 18.04 0.02 6 6

17.417 572.4 37.16 493.4 .818 95.5 50.2 318 200.7 .10 49.6 20.50 15.67 18.33 0.05 6 6

17.801 579.1 37.51 499.4 .819 95.4 58.5 442 268.3 .12 49.,5 20.60 15.70 18.55 0.I0 6 6

18.102 584.8 37.73 504.7 .820 95.6 112,7 613 30(2.0 .14 46.1 20.60 15.74 18.73 0.20 6 6

18.298 589.1 37.81 508.8 .821 95.9 222.5 861 300.0 .16 46.1 20.60 15.75 18,78 0.40 6 6

18.394 591.7 37.81 511.3 .822 95.9 382.3 1128 300.0 .17 49-5 20.60 15.77 18.81 0.70 6 6

18.436 593.0 37.81 512.5 .822 95.9 544.9 1347 300.0 .18 45.1 20.60 15.77 18.87 1.00 6 6

18.486 593.9 37.84 513.4 .823 95.9 1069.6 1885 300.0 .18 45.8 20.60 15.79 18.88 2.00 6 6

18.518 594.5 37.86 514.0 .823 96.0 2640.6 2962 300.0 .18 45.0 20.60 15.79 18,89 5.00 6 6

18.528 594.9 37.85 514.4 .823 95.9 5160.7 4138 300.0 .18 45.8 20.60 15.80 18.89 10.00 6 6

16.160 559.4 35.41 481.4 .816 93.7 6.6 149 102-$ .I1 50.0 20.60 15.5"7 17.80 0.01 7 7

16.642 565.6 36.00 487.2 .817 93.9 12.6 206 139.2 .12 50.0 20.60 15.62 18-03 0.02 7 7

17.226 575.1 36.57 496.0 .819 94.0 29.8 316 199.4 .15 50.0 20.60 15.68 18.33 0.05 7 7

17.599 581.0 36.94 501.3 .820 94.1 57.8 440 2.57.3 .17 50.0 20.60 15.71 18.54 0.I0 7 7

17.907 586.5 37.19 506.4 .821 94.3 112.5 613 300.0 .19 50.0 20.60 15.74 18.69 0.20 7 7

18.109 591.0 37.28 510.7 .822 94.5 221.3 859 300.0 .21 49.6 20.60 15.76 18.77 0.40 7 7

18.208 593.4 37.30 513.0 .823 94.6 381.1 1126 300.0 .22 49.6 20.60 15.77 18-81 0.70 7 7

18.252 594.4 37.32 513.9 .823 94.6 539.4 1339 300.0 .22 45.1 20.60 15.78 18.88 1.00 7 7

18.302 595.5 37.34 515.0 .823 94.6 1070.7 1887 300.0 .23 49.9 20.60 15.79 18-8,4 2.00 7 7

18.334 596.4 37.33 515.9 .823 94.6 2640.9 2962 300.0 .23 49.9 20.60 15.79 18.86 5.00 7 7

18.345 596.7 37.34 516.2 .823 94.6 5208.1 4159 300.0 .23 49.9 20.60 15.80 18.85 10.00 7 7
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Table6.57 Examples ofl./:x:alMaximums, XL < 300 lXm,Opl= 2

lq los _ lq

eft V_ J= Vw ff C,ft _ _ XL Xt Xb D_ Dn DL _o Sf Sb
25.2,58 764.2 38.41 689.6 .860 I00.0 9861.0 5885 145.1 .I0 0.2 17.83 14.00 I7.95 10.00 0 0

24.576 769.4 37.65 689.5 .$48 1(20.0 4930.,5 4161 94.8 .10 0.2 17.83 14.00 17.93 5.00 0 0

24.178 739.6 38.75 649.3 .844 99.9 899.5 1599 182.3 .I0 0.2 17.79 16.47 17.73 5.00 0 0

23.440 776.I 36.37 686.2 .8"30 I00.0 1972.2 72531 49.7 .I0 0.2 17.81 14.00 17.82 2.00 0 0

23.328 718.4 38.51 630.9 .$43 99.8 317.5 932 161.1 .10 0.2 17.82 16.55 17.69 2.00 0 0

22-440 776.9 35.54 675.9 .813 I00.0 986.1 1861 34.0 .I0 0.2 17.75 14.00 17.78 1.00 0 0

22.653 703.0 38.27 617.0 .$42 99.7 167.4 6"/9 142.6 .I0 0.2 17.79 16.54 17.79 1.00 0 0

20.996 765.0 35.00 646.6 .754 10O.0 394.4 1177 27.1 .I0 0.2 17.76 14.00 17.76 0.40 0 0

21.729 683.7 37.82 599.5 .$40 99.5 69.7 440 115.2 .I0 0.2 17.99 16.52 17.31 0.40 0 0

23.978 728.9 39.44 641.6 .834 I(30.0 9861.0 $885 299.3 .I0 0.2 18.89 14.00 19.13 I0.00 2 2

24.050 721.9 39.40 635.5 .$46 99.9 2261.2 2600 300.0 .I0 0.2 18.81 16.33 18.98 10.00 2 2

23.459 728.6 38.94 638.0 ._27 10O.0 4930.5 4161 203.6 .10 0.2 18.92 14.00 19.05 5.00 2 2

23.675 713.0 39.36 626.6 .8_ 99.8 989.1 1692 300.0 .10 0.2 18.81 16.42 18.97 5.00 2 2

22.567 726.1 38.15 630.2 .815 1(30.0 1972.2 2631 124.7 .10 0.2 18.89 14.00 18.97 2.00 2 2

23.02.5 701.2 38.98 615.6 .$42 99.7 366.2 1017 230.9 .10 0.2 18.79 16.48 18.93 2.00 2 2

22.474 687.5 39.44 600.7 .829 I(30.0 9861.0 5885 300.0 .I0 0.2 19.41 14.00 19.65 I0.00 3 3

22.690 685.2 39.36 601.4 .[MI 99.8 3359.9 3258 300.0 .I0 0.2 19.34 16.11 19.53 I0.00 3 3

22.190 685.9 39 42 596.7 .821 I{20.0 4930.5 4161 295.0 .I0 0.2 19.42 14.00 19.64 5.00 3 3

22.561 682.5 39.32 598.7 .$41 99.7 1493.9 2151 300.0 .10 0.2 19.33 16.20 19.52 5.00 3 3

21.600 683.0 38.87 591.6 .814 100.0 1972.2 2631 193.8 .I0 0.2 19.42 14.00 19.56 2.00 3 3

22.252 675.8 39.24 592.1 .839 99,5 542.8 1284 300.0 .I0 0.2 19.34 16.27 19.52 2.00 3 3

21.006 680.1 38.26 586.6 .807 I{20.0 985.1 1859 132.8 .I0 0.2 19.40 14.03 19.52 1.00 3 3

21.870 667.4 39.12 584.0 .838 99.2 264.1 893 300.0 .I0 0.2 19.34 16.29 19.52 1.00 3 3

21.224 658.7 38.52 576.0 .836 99.1 102.7 555 195.2 .I0 0.2 19.33 16.31 19.44 0.40 3 3

Table6.58 No BSF forcaseswithlocalmaximums, XL -<300 lxm,Opl= 2

log Io| log log log

eft Vec J,, Vmp ff C_# "ceum l.e Xt. Xf X_ Do De DL '_ Sf Sb

23.315 717.1 38.54 630.1 .g44 99.8 303.3 907 164.6 .I0 0. 17.81 16.58 0. 2.00 0 0

24.144 735.7 38.82 647.1 .$45 99.9 784.8 1474 192.8 .I0 0. 17,82 16.53 0. 5.00 0 0

24.712 745.9 39.01 658,9 .$49 99.9 1698.0 2200 216.1 .I0 0. 17.81 16.46 0. I0.00 0 0
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Table 6.59 Effect of Sf and Sb at %o = 2.0 ms, XL < 500 Ixm. Opl = 2

kq tot lot _ tog

eft VeL J_ Vmp ff C-.rt _ LI XL Xf Xe Do Ds DL St Sb

23.328 719.6 38.44 632.0 .843 99.8 317.5 932 154.1 0.10 0.2 17.82 16.55 17.84 0 0.

23.301 716.8 38.55 629.5 .843 99.8 323.8 944 166.1 0.10 0.2 17.98 16.54 18.37 0 1.0

23.159 707.9 38.81 621.7 .843 99.7 346.6 984 202.2 0.10 0.2 18.03 16.51 18.91 0 2.0

22.644 686.9 39.22 602.4 .!;40 99.4 464.0 1171 308.1 0.10 0.2 17.96 16.36 19.51 0 3.0

21.962 667.3 39.27 584.2 .838 98.4 559.7 1307 484.8 0.10 50.0 17.93 16.25 18.85 0 4.0

21.945 666.9 39.27 583.8 .838 98.4 556.0 1302 200.0 0. I0 50.0 18.26 16.25 18.95 0 5.0

21.944 666.9 39.27 583.8 .838 98.4 554.5 1300 500.0 0.10 50.0 18.18 16.26 18.96 0 6.0

23.301 716.3 38.59 629.0 .843 99.8 327.2 950 169.5 0.10 0.2 18.31 16.54 17.93 1 0.

23.207 712.2 38.80 623.3 .840 99.8 449.1 i149 194.2 0.10 0.2 18.28 16.38 19.15 1 1.0

23.140 707.2 38.83 621.0 .843 99.7 357.8 1003 204,4 0.10 0.2 18.32 16.49 18.91 1 2.0

22.635 686.3 39.25 601.7 .840 99.3 467.2 1176 318.0 0.10 0.2 18.30 16.35 19.56 1 3.0

21.954 667.1 39.27 584.0 .838 98.4 546.3 1289 497.7 0.10 50.0 18.80 16.27 18.85 1 4.0

21.941 666.8 39.27 583.7 .838 98.4 556.4 1303 500.0 0. I0 50.0 18.26 16.25 18.95 1 5.0

21.940 666.8 39.26 583.7 .838 98.4 55Z3 1297 499.4 0.10 50.0 18.43 16.26 18.98 1 6.0

23.153 707.3 38.84 621.1 .g43 99.7 348.0 986 203.5 0.10 0.2 18.81 16.51 17.92 2 0.

23.134 706.5 38.85 620.5 .843 99.7 345.1 981 205.0 0.10 0.2 18.79 16.51 18.38 2 1.0

23.025 701.2 38.98 615.6 .842 99.6 366.2 1017 230.9 0.10 0.2 18.79 16.48 18.90 2 2.0

22.578 684.5 39.25 600.2 ._tO 99.3 469.2 1179 319.3 0.I0 0.2 18.81 16.35 19.54 2 3.0

21.929 666.0 39.30 582.9 .838 98.5 575.1 1328 495.9 0.I0 50.0 18.81 16.23 18.84 2 4.0

21.913 665.9 39.27 582.9 .838 98.4 561.4 1309 500.0 0.10 50.0 18.80 16.25 18.95 2 5.0

21.911 663.7 39.29 582.7 .838 98.4 572.6 1325 500.0 0.10 50.0 18.81 16.24 18.96 2 6.0

22.605 684.0 39.33 599.8 .8a0 99.6 437.7 1132 311.1 0.I0 0.2 19.32 16.39 18.24 3 O.

22.561 686.0 39.09 602.1 .841 99.7 398.4 1070 249.6 0.I0 0.2 19.33 16.44 19.13 3 1.0

22.545 682.6 39.31 598.5 .840 99.6 44.4.4 1142 309.6 0.10 0.2 19.32 16.38 18.97 3 2.0

22.272 673.9 39.42 590.0 .838 99.4 557.8 1305 371.9 O.lO 0.2 19.38 16.25 19.50 3 3.0

21.755 660.4 39.37 577.5 .837 98.6 643.2 1416 500.0 0.10 50.0 19.34 16.17 18.84 3 4.0

21.740 660.1 39.37 577.2 .837 98.6 655.0 1431 500.0 0.10 50.0 19.34 16.16 18.95 3 5.0

21.739 660.2 39.36 577.2 .837 98.6 649,4 1424 500.0 0.10 50.0 19.33 16.16 18.96 3 6.0

2i.475 649.2 39.e_b 566.4 .834 99.4 596.4 1356 500.0 0.10 0.2 19.94 16.21 18.05 4 O.

21.473 649.2 39.66 5664 .834 99.4 599.8 1360 500.0 0.I0 0.2 19.95 16.21 18.85 4 1.0

21.457 648.9 39.65 566.1 .834 99.4 610.8 1375 498.0 O.lO 0.2 19.94 16.20 18.95 4 2.0

21.377 647.2 39.63 564.4 .833 99.3 679.1 1461 500.0 0.I0 0.2 19.95 16.13 19.98 4 3.0

21.042 640.1 39.52 557.4 .832 99.0 889.8 1702 500.0 0. I0 50.0 19.78 15.94 18.78 4 4.0

21.040 640.3 39.48 557.8 .832 98.9 851.5 1661 499.9 O.lO 50.0 19.86 15.98 18.97 4 5.0

21.039 640.4 39.47 557.9 .832 98.9 839.1 1647 499.9 O.lO 50.0 19.86 15.99 18.96 4 6.0

19.930 611.0 39.49 529.6 .826 98.9 701.5 1488 500.0 0.I0 0.2 20.47 16.11 18.09 5 O.

19.929 611.0 39.48 529.6 .826 98.9 687.7 1472 500.0 0.10 0.2 20.47 16.12 18.97 5 1.0

19.923 610.9 39.49 529.4 .826 98.9 722.2 1513 500.0 0. I0 0.2 20.47 16.09 19.35 5 2.0

19.883 610.4 39.46 528.8 .825 98.9 788.9 1591 500.0 0.10 0.2 20.48 16.03 19.56 5 3.0

19.688 607.3 39.33 525.5 .824 98.5 962.7 1779 500.0 0.10 50.0 20.40 15.88 18.80 5 4.0

19.679 607.0 39.33 525.3 .824 98.5 965.8 1782 500.0 0.I0 50.0 20.34 15.88 18.92 5 5.0

19.680 607.1 39.33 525.2 .824 98.5 992.6 1809 500.0 0.10 50.0 20.39 15.85 18.91 5 6.0

18.807 596.3 38.33 515.6 .823 96.0 709.4 1498 500.0 0.18 0.2 20.60 16.10 18.95 6 O.

18.806 596.1 38.34 515.4 .823 96.0 711.4 1500 500.0 0.18 0.2 20.60 16.10 18.96 6 1.0

18.801 596.2 38.32 515.5 .823 96.0 718.3 1509 500.0 0.18 0.2 20.60 16.10 19.22 6 2.0

18.766 595.7 38.31 514.7 .822 96.0 804.9 1609 500.0 0.18 0.2 20.60 16.02 19.68 6 3.0

18.659 594.0 38.25 512.7 .821 95.8 980.9 1797 500.0 0.18 50.0 20.60 15.86 18.80 6 4.0

18.653 594.0 38.24 512.7 .821 95.8 974.3 1790 500.0 0.18 50.0 20.60 15.87 18.91 6 5.0

18.652 594.0 38.24 512.7 .821 95.8 979.9 1796 500.0 0.18 50.0 20.60 15.86 18.93 6 6.0

18.629 598.0 37.83 517.3 .823 94.8 700.2 1487 500.0 0.23 0.2 20.60 16.11 18.15 7 0.

18.628 598.0 37.83 517.2 .823 94.8 704.1 1492 500.0 0.23 0.2 20.60 16.11 18.77 7 1.0
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los _ _ Los los

_tr v= J,= V_, fit" Cdr _ Lt XL Xf Xb Do Du Dr. St Sb

18.622 597.9 37.83 517.1 .g23 94.8 71&7 1509 500.0 0.23 0.2 20.60 16.09 19.05 7 2.0

18.545 _98.1 37.61 518.1 .824 94.2 512-5 1242 500.0 0.23 0.2 20.60 16.30 19.50 7 3.0

18.478 595.8 37.75 514.8 .Jr22 94.6 9458.2 lS05 500.0 0.23 50.0 20.60 15.86 18.79 7 4.0

18.472 595.7 37.74 514.4 .132 94.5 986.9 1803 50{1.0 0.23 50.0 20.60 15.86 18.91 7 5.0

18.471 595.7 37.74 514.3 .822 94.6 988.2 1805 500.0 0.23 50.0 20.60 15.86 18.92 7 6.0

18.610 598.2 37.78 517.5 .10.3 94.7 "/01.7 1489 500.0 0-24 0.2 20.60 16.11 17.90 8 O.

18.609 598.2 37.78 517.5 .823 94.6 703.9 1491 500.0 0-24 0.2 20.60 16.11 18.77 8 1.0

18.603 598.1 37.78 517.3 .X7_ 94.6 71&7 1509 500.0 0.24 0.2 20.60 16-09 19.13 8 2.0

18.568 597.7 37.76 516.6 .g23 94.6 802.8 1607 500-0 0.24 0.2 20.60 16.02 19.68 8 3.0

18.459 595.9 37.70 $14.5 .g22 94.5 989.5 1806 500.0 0.23 50.0 20.60 15.86 18.79 8 4.0

18.453 595.9 37.69 514.5 .822 94.4 988.1 1805 500.0 0.23 50.0 20.60 15.86 18.91 8 5.0

18.452 595.9 37.69 514.5 .822 94.4 987.8 1804 500.0 0.23 50.0 20.60 15.86 18.92 8 6.0

Table 6.60 Effect of St and Sb at Zoo = 2.0 ms, XL < 300 _ Opi = 2

1o8 los los 1o8 los

eft V= Jffi V_ ff C_ _ Lt XL Xt Xb Do De DL St Sb

18.488 595.9 37.83 513.7 .820 94.2 921.4 1736 740.6 0.23 73.1 20.60 15.91 18.76 -- --
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Table 6.61 Effect of Sf and Sbat Zeo= 2.0 ms, XL < 300 gin, Opl = 2

_s los tog tog los

eft V= Jffi V_, ff C_a _ I._ XL Xf Xb Do De DL _, Sb

23.328 718.4 38.51 630.9 .843 99.8 317.5 932 161.1 0.10 0.2 17.82 16.55 17.69 0 0.

23.302 716.7 38.56 629.4 .843 99.8 323.8 944 167.1 0.10 0.2 17.81 16.54 18.32 0 1.0

23.159 708.0 38.81 621.8 .843 99.7 346.6 984 201.5 0.10 0.2 17.82 16.51 18.92 0 2.0

22.643 687.3 39.20 602.7 .841 99.4 464.0 1171 300.0 0.10 0.2 17.81 16.36 19.51 0 3.0

21.872 669.2 38.98 586.1 .839 98.8 627.3 1396 300.0 0.10 50.0 17.81 16.18 18.83 0 4.0

21.847 668.8 38.96 585.8 .838 98.8 627.1 1396 300.0 0.10 50.0 17.80 16.18 18.94 0 5.0

23.301 716.3 38.59 629.0 .843 99.8 327.2 950 169.5 0.10 0.2 18.28 16.54 17.70 1 0.

23.272 712.1 38.77 625.3 .843 99.7 334.4 963 194.2 0.10 0.2 18.28 16.53 18.34 1 1.0

23.140 707.1 38.83 621.0 .843 99.7 352.1 993 204.4 0. I0 0.2 18.28 16.50 18.91 I 2.0

22.634 687.0 39.20 602.4 .840 99.4 468.0 1177 300.0 0.10 0.2 18.27 16.35 19.52 1 3.0

21.868 669.0 38.98 586.0 .839 98.8 623.3 1391 300.0 0.10 50.0 18.28 16.19 18.82 1 4.0

21.843 668.7 38.96 585.6 .838 98.8 628.4 1398 300.0 0. I0 50.0 18.29 16.18 18.94 1 5.0

23.153 707.1 38.84 621.2 .843 99.7 336.2 966 203.5 0.10 0.2 18.81 16.53 17.72 2 0.

23.135 706.5 38.85 620.6 .843 99.7 345.1 981 205.0 0. I0 0.2 18.81 16.51 18.34 2 1.0

23.025 701.2 38.98 615.6 .842 99.7 366.2 1017 230.9 0.10 0.2 18.79 16.48 18.93 2 2.0

22.575 685.2 39.21 600.8 .840 99.4 478.7 1193 300.0 0.10 0.2 18.81 16.34 19.53 2 3.0

21.837 668.1 38.99 585.0 .838 98.8 640.5 1413 300.0 0.10 50.0 18.81 16.17 18.82 2 4.0

21.812 667.7 38.97 584.7 .838 98.8 643.4 1417 300.0 0.10 50.0 18.82 16.17 18.94 2 5.0

22.606 684.5 39.29 6430.4 .841 99.6 419.2 1103 300.0 0.I0 0.2 19.34 16.41 17.81 3 O.

22.579 686.5 39.10 602.5 .841 99.7 401.7 1075 249.6 0.I0 0.2 19.33 16.43 18.37 3 1.0

22.545 683.0 39.28 598.9 .840 99.6 444.4 1142 300.0 0.10 0.2 19.34 16.38 18.97 3 2.0

22.252 675.8 39.24 592.1 .839 99.5 542.8 1284 300.0 0.I0 0.2 19.34 16.27 19.52 3 3.0

21.653 662.5 39.03 579.7 .837 98.9 715.6 1505 300.0 0.I0 50.0 19.35 16.10 18.82 3 4.0

21.630 662.2 39.01 579.4 .837 98.9 712.9 1502 300.0 0.10 50.0 19.34 16.10 18.94 3 5.0

21.357 650.4 39.31 568.2 .835 99.6 557.9 1305 300.0 0.I0 0.2 19.86 16.25 17.77 4 O.

21.354 650.4 39.30 568.2 .835 99.6 562.3 1311 300.0 0.I0 0.2 19.87 16.25 18.40 4 1.0

21.336 650.0 39.30 567.8 .835 99.6 582.4 1338 300.0 0.10 0.2 19.86 16.23 18.98 4 2.0

21.225 647.6 39.27 565.4 .834 99.5 696.6 1482 300.0 0.I0 0.2 19.86 16.12 19.53 4 3.0

20.915 641.9 39,10 559.8 .833 99.1 910.4 1724 300.0 0.I0 50.0 19.87 15.92 18.79 4 4.0

20.898 641.8 39.07 559.7 .833 99.0 905.1 1718 300.0 0.I0 50.0 19.87 15.93 18.92 4 5.0

19.728 610.0 39.10 529.4 .827 99.1 663.2 1441 300.0 0.I0 0.4 20.39 16.15 17.80 5 O.

19.727 610.0 39.10 529.4 .827 99.1 669.5 1449 300.0 0.I0 0.2 20.39 16.14 18.42 5 1.0

19,720 609.9 39.10 529.3 .827 99.1 700.6 1487 300.0 0.I0 0.2 20.39 16.11 19.00 5 2.0

19.679 609.3 39.07 528.5 .827 99.1 807.3 1612 300.0 0.I0 0.2 20.38 16.01 19.54 5 3.0

19.534 607.5 38.95 526.4 .826 98.7 1049.7 1866 300.0 0.10 42.3 20.40 15.80 18.78 5 4.0

19.521 607.4 38.92 526.4 .826 98.7 1054.4 1871 300.0 0.I0 43.6 20.39 15.80 18.92 5 5.0

18.664 596.5 37.96 516.5 .824 96.2 655.5 1432 300.0 0.18 0.2 20.60 16.15 18.42 6 O.

18.663 596.4 37.96 516.5 .824 96.2 647.6 1422 300.0 0.18 0.2 20.60 16.16 18.42 6 1.0

18.657 596.4 37.96 516.4 .824 96.2 682.8 1466 300.0 0.18 0.2 20.60 16.13 18.98 6 2.0

18.623 596.0 37.93 515.8 .824 96.2 804.9 1609 300.0 0.18 0.2 20.60 16.02 19.54 6 3.0

18.501 593.8 37.88 513.3 .823 96.0 1053.9 1870 300.0 0.18 35.5 20.60 15.80 18.84 6 4.0

18.489 593.9 37.84 513.4 .823 95.9 1064.8 1881 300.0 0.18 36.9 20.60 15.79 18.98 6 5.0

18.485 598.1 37.47 518.2 .825 95.0 645.5 1419 300.0 0.23 0.3 20.60 16.16 18.01 7 O.

18.484 598.2 37.46 518.2 .825 95.0 638.1 1410 300.0 0.23 0.2 20.60 16.17 18.57 7 1.0

18.478 598.1 37.46 518.1 .825 95.0 676.2 1457 300.0 0.23 0.2 20.60 16.13 18.99 7 2.0

18.442 597.5 37.45 517.3 .824 94.9 809.7 1614 300.0 0.23 0.2 20.60 16.01 19.54 7 3.0

18.318 595.6 37.37 515.1 .823 94.7 1067.4 1883 300.0 0.23 37.8 20.60 15.79 18.83 7 4.0

18.306 595.2 37.37 514.7 .823 94.7 1072.8 1889 300.0 0.23 38.5 20.60 15.78 18.97 7 5.0
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eft V,,.

Table 6.62 Effect of S¢and Sb at_eo = 2.0 ms, no BSF, XL< 300 I.tm,Op_- 2

Io8 _o8 Io8 io8 lot

Jm Vmp ff era' _ I_ Xt, Xr Xb Do DI Dr, Sr Sb

23.315 717.4 38.53 630.2 .843 99.8 309.4 918 163.8 0.10 0. 17.82 16.57 0. 0 0.

23.183 710.1 38.64 624.9 .845 99.6 24&3 801 183.8 0.10 0. 17.85 16.67 0. 0 1.0

22.569 693.0 38.60 609.7 .844 98..5 166.1 620 240.5 0. I0 O. 17.92 16.85 0. 0 2.0

21.303 675.0 37.56 592.3 .840 95.2 102.6 450 300.0 2.60 0. 17.71 17.05 0. 0 3.0

20.716 673.2 36.65 590.5 .&tO 92.9 62.2 320 300.0 2.60 0. 17.82 17.25 0. 0 4.0

20.639 673.3 36.51 590.5 .839 92.6 57.1 301 300.0 2.52 0. 17.84 17.28 0. 0 5.0

20.631 673.3 36.50 590.5 .ff39 92_ 56.6 300 300.0 2.50 0. 17.84 17.28 0. 0 6.0

23.285 713.0 38.72 626.4 .843 99.7 314.9 928 187.5 0.10 0. 18.27 16.56 0. I 0.

23.156 706.3 38.83 621.4 .844 99.5 263.1 830 212-2 0.10 0. 18.28 16.64 O. 1 1.0

22.554 693.7 38.53 610.4 .844 98.6 161.2 608 222.4 0.10 0. 1&28 16.87 O. 1 2.0

21.293 675.1 37.53 592.4 .840 95.1 100.5 444 300.0 2.42 O. 17.78 17.06 0. 1 3.0

20.705 673.0 36.64 590.3 .840 92.9 62.8 322 300.0 2.57 0. 17.86 17.24 0. 1 4.0

20.628 673.0 36.51 590.3 .839 92.5 57.9 304 300.0 2-46 0. 17.87 17.27 0. 1 5.0

20.620 673.0 36.49 590.3 .839 92.5 57.3 302 300.0 2.45 0. 17.87 17.28 0. 1 6.0

23.138 704.9 38.94 619.2 .843 99.7 335.4 964 221.5 0.10 0. 18.79 16.53 0. 2 0.

23.034 701.8 3&89 617.2 .844 99.5 275.6 8,5.5 223.0 0.I0 0. 18.79 16.62 0. 2 1.0

22.481 689.9 38.64 606.7 .843 98.5 174.3 639 248.9 0.10 O. 18.79 16.83 O. 2 2.0

21.223 675.5 37.36 593.1 .841 94.7 100.5 444 300.0 0.10 0. 18.79 17.06 0. 2 3.0

20.621 674.9 36.33 592..5 .841 92.1 5&4 306 300.0 0.I0 0. 18.77 17.27 0. 2 4.0

20.543 675.1 36.18 392.8 .841 91.7 $3.2 287 300.0 0.10 0. 1&79 17.31 O. 2 5.0

20.535 675.1 36.17 592.8 .841 91.7 52.7 285 300.0 0.10 0. 18.79 17.31 0. 2 6.0

22.599 684.3 39.28 600.3 .841 99.6 409.6 1088 300.0 0.10 0. 19.32 16.42 0. 3 0.

22.522 684.2 39.12 600.7 .841 99.5 339.8 972 267.6 0.10 0. 19.33 16.52 0. 3 1.0

22.111 676.8 38.85 594.1 .841 98.5 217.5 737 300.0 0.10 0. 19.31 16.73 0. 3 2.0

20.977 667.5 37.42 585.4 .840 94.9 112.3 478 300.0 0.10 O. 19.30 17.02 0. 3 3.0

20.378 667.0 36.39 584.9 .840 92.3 65.4 331 300.0 0.10 0. 19.30 17.23 O. 3 4.0

20.299 667.2 36.24 585.1 .840 91.9 59.5 310 3430.0 0.10 0. 19.30 17.26 0. 3 5.0

20.290 667.2 36.22 585.1 .840 91.8 $8.9 308 300.0 0.10 0. 19.30 17.27 0. 3 6.0

21.353 650.4 39.30 568.2 .835 99.6 357.9 1305 300.0 0.10 O. 19.86 16.25 O. 4 O.

21.317 649.8 39.26 567.8 .835 99.5 495.9 1218 300.0 0.10 0. 19.87 16.32 0. 4 1.0

21.058 646.9 38.95 565.4 .836 98.8 326.1 948 300.0 0.I0 0. 19.86 16.54 0. 4 2.0

20.151 641.9 37.60 560.8 .835 95.3 167.5 623 300.0 0.I0 0. 19.83 16.85 0. 4 3.0

19.560 6,41.6 36.51 560.6 .835 92.6 95.8 430 300.0 0.I0 0. 19.82 17.08 0. 4 4.0

19.475 641.8 36.35 560.7 .835 92.1 85.4 398 300.0 0.10 0. 19.82 17.13 0. 4 5.0

19.467 641.8 36.33 560.8 .835 92.1 84.4 394 300.0 0.10 0. 19.82 17.13 0. 4 6.0

19.727 610.0 39.10 529.4 .82'7 99.1 663.2 14,41 300.0 0.I0 0. 20.39 16.15 0. 5 0.

19.708 609.8 39.07 529.3 .827 99.0 639.6 1412 300.0 0.I0 0. 20.39 16.17 0. 5 1.0

19.548 608.5 38.82 528.4 .827 98.4 514.0 1244 300.0 0. I0 0. 20.39 16.30 0. 5 2.0

18.828 605.5 37.59 525.8 .827 95.3 309.3 918 300.0 0.10 0. 20.36 16.57 0. 5 3.0

18.239 605.4 36.40 $25.9 .827 92.3 165.1 617 300.0 0.10 0. 20.35 16.86 0. 5 4.0

18.146 605.6 36.20 526.1 .828 91.8 140.6 556 300.0 0.10 0. 20.35 16.92 0. 5 5.0

18.136 605.6 36.18 526.1 .828 91.7 13&l 549 300.0 0.I0 0. 20.35 16.93 0. 5 6.0

18.663 596.3 37.96 516.4 .824 %.2 641.6 1414 300.0 (118 0. 20.60 16.17 0. 6 0.

18.648 596.1 37.95 516.3 .824 96.2 628.9 1398 300.0 0.18 0. 20.60 16.18 0. 6 1.0

18.510 594.6 37.76 515.0 .824 95.7 $51.9 1297 300.0 0.17 0. 20.60 16.26 0. 6 2.0

17.850 590.3 36.70 511.3 .824 93.0 374.9 1031 300.0 0.15 0. 20.60 16.47 0. 6 3.0

17.274 590.0 35.52 511.1 .824 90.1 196.4 690 300.0 0.14 O. 20.60 16.78 O. 6 4.0

17.180 590.3 35.31 $11.4 .824 89.5 161.3 608 300.0 0.14 0. 20.60 16.87 0. 6 5.0

17.170 590.3 35.29 511.4 .824 89.5 159.6 604 300.0 0.14 O. 20.60 16.87 O. 6 6.0

18.484 598.2 37.46 518.2 .g25 95.0 642.0 1415 300.0 0.23 O. 20.60 16.17 O. 7 O.

18.468 598.0 37.44 518.0 .825 94.9 638.1 1410 3430.0 0.23 O. 20.60 16.17 O. 7 1.0
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18.328 596.5 37.25 516.8 .825 94.4 544.2 1286 300.0 0.22 O. 20.60 16.27 O. 7 2.0

17.663 592.3 36.17 513.1 .g24 91.7 366.6 1018 300.0 0.20 O. 20.60 16.48 O. 7 3.0

17.086 591.9 35.0l 512.9 .825 88.8 191.8 680 300.0 0.19 0. 20.60 16.79 O. 7 4.0

16.993 5923 34.79 513.3 .125 _.2 1.55.7 594 300.0 0.19 O. 20.60 16.88 O. 7 5.0

16.984 592.2 34.77 513.3 .825 88.2 156.9 597 300.0 0.19 0. 20.60 16.88 O. 7 6.0

18.465 598.4 37.41 518.5 .!125 94.8 640.8 1413 300.0 0.23 O. 20.60 16.17 O. 8 0.

18.449 598.2 37.39 518.3 .825 94.8 631.6 1402 300.0 0.23 O. 20.60 16.18 O. 8 1.0

18.309 596.7 37.20 517.0 .825 94.3 547.7 1291 300.0 0.23 O. 20.60 16.26 O. 8 2.0

17.643 592.6 36.11 513.4 .824 91.5 366.8 1018 300.0 0.20 O. 20.60 16.48 O. 8 3.0

17.067 592.2 34.95 513.2 .825 88.6 190.2 676 300.0 0.19 O. 20.60 16.79 O. 8 4.0

16.974 592.5 34.74 513.5 .825 8g. 1 157.3 598 300.0 0.19 0. 20.60 16.88 O. 8 5.0

16.964 592.4 34.72 513.4 .87.5 88.0 156.2 595 300.0 0.19 O. 20.60 16.88 O. 8 6.0
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ORIGINAL PAGE IS

OF POOR QUALITY

Table 6.63 Effect of Sf and Sb at Zeo- 1.0 ms, XL < 300 _ Opl - 2

kq los Io8 so8 tq

eft" V_ J= V_ ff C_ x_ 14 XL Xt X_ Do De DL St Sb

22.653 703.0 38.27 617.0 .842 99.7 167.4 679 142.6 0.10 0.2 17.79 16.54 17.79 0 0.

22.636 701.1 38.37 615.0 .841 99.7 179.2 708 151.7 (3.10 0.2 17.93 16.50 18.30 0 1.0

22.531 693.3 38.61 607.8 .840 99.6 202.7 763 188.9 (3.10 0.2 17.97 16.44 18.84 0 2.0

22.408 689.4 38.66 604.7 .841 99.5 193.9 743 192.5 0.I0 0.2 17.85 16.46 19.18 0 2.5

22.161 678.9 38.89 594.8 .839 99.3 234.8 833 240.5 0.10 0.2 17.84 16.36 19.45 0 3.0

21.778 666.3 39.03 582.9 .837 98.9 286.5 936 300.0 (3.10 0.2 17.84 16.24 19.79 0 3.5

21.547 662.1 38.88 579.2 .837 98.6 309.3 979 300.0 0.I0 50.0 18.01 16.20 18.81 0 4.0

21.527 661.9 38.85 579.0 .837 98.5 305.3 971 300.0 0.10 50.0 18.26 16.20 18.92 0 5.0

21.526 661.9 38.85 579.0 .837 98.5 307.8 976 300.0 0.10 50.0 17.90 16.20 18.93 0 6.0

22.637 701.7 38.32 615.7 .842 99.7 174.6 697 147.5 0.10 0.2 18.25 16.52 17.88 1 0.

22.596 694.4 38.64 609.5 .842 99.5 167.9 681 188.8 (3.10 0.2 18.23 16.54 19.02 1 1.0

22.531 693.9 38.61 608.4 .841 99.6 197.9 752 181.4 (3.10 0.2 18.25 16.45 18.87 1 2.0

22.396 690.2 38.58 605.5 .841 99.5 191.6 738 181.4 0.10 0.2 18.26 16.47 19.17 1 2.5

22.154 678.4 38.91 594.4 .839 99.2 231.2 826 245.7 0.10 0.2 18.19 16.37 19.42 1 3.0

21.747 667.9 38.86 584.6 .838 99.1 284.7 933 245.7 0.10 0.2 18.23 16.25 19.77 1 3.5

21.543 661.9 38.88 579.0 .837 98.6 311.4 982 300.0 0.10 50.0 18.28 16.19 18.80 1 4.0

21.524 661.8 38.85 578.9 .837 98.5 306.2 973 300.0 0.I0 50.0 18.26 16.20 18.92 I 5.0

21.522 661.7 38.85 578.9 .837 98.5 308.2 977 300.0 0.10 50.0 18.43 16.20 18.94 I 6.0

22.543 693.9 38.63 608.5 .841 99.6 194.8 745 181.3 0.10 0.2 18.77 16.46 17.85 2 0.

22.529 693.0 38.67 607.5 .840 99.6 201.8 761 186.3 0.10 0.2 18.76 16.44 18.29 2 1.0

22.447 687.7 38.85 602.6 .840 99.5 213.8 788 217.4 0.I0 0.2 18.74 16.41 18.84 2 2.0

22.334 684.9 38.81 600.5 .840 99.4 204.1 766 217.4 0.I0 0.2 18.78 16.43 19.19 2 2.5

22.110 676.4 38.95 592.6 .839 99.2 226.5 815 2.58.9 0.I0 0.2 18.74 16.38 19.44 2 3.0

21.728 666.6 38.91 583.3 .838 99.1 286.7 937 258.9 0.I0 0.2 18.80 16.24 19.76 2 3.5

21.520 661.2 38.89 578.4 .837 98.6 313.6 986 300.0 0.I0 50.0 18.81 16.19 18.80 2 4.0

21.500 661.0 38.86 5"/8.1.837 98.5 312.4 984 300.0 0.I0 50.0 18.80 16.19 18.92 2 5.0

21.499 661.0 38.86 578.1 .837 98.5 311.8 983 300.0 0.I0 50.0 18.80 16.19 18.93 2 6.0

22.145 676.6 39.00 592.8 .839 99.5 218.2 798 246.9 0.I0 0.2 19.33 16.40 18.35 3 O.

22.135 676.2 39.01 592.3 .839 99.5 233.5 830 246.9 0.I0 0.2 19.33 16.36 18.98 3 l.O

22.096 674.3 39.08 590.3 .838 99.4 245.2 855 265.0 O.I0 0.2 19.29 16.33 18.90 3 2.0

21.870 667.4 39.12 584.0 .838 99.2 264.1 893 300.0 0.I0 0.2 19.34 16.29 19.52 3 3.0

21.375 656.7 38.93 574.0 .836 98.7 339.7 1033 300.0 0.10 50.0 19.35 16.14 18.80 3 4.0

21.357 656.5 38.91 573.9 .836 98.6 339.7 1033 300.0 (3.1050.0 19.34 16.14 18.91 3 5.0

21.355 656.5 38.90 573.9 .836 98.6 339.5 1032 300.0 0.I0 50.0 19.34 16.14 18.92 3 6.0

21.156 646.5 39.22 564.4 .834 99.4 299.1 960 300.0 0.I0 0.2 19.86 16.22 17.74 4 O.

21.153 646.5 39.22 564.3 .8"34 99.4 300.5 962 300.0 0.I0 0.2 19.87 16.21 18.49 4 l.O

21.137 646.1 39.21 564.0 .834 99.4 304.7 970 300.0 (3.10 0.2 19.86 16.20 18.97 4 2.0

21.041 644.1 39.18 561.9 .834 99.3 340.4 1034 300.0 0.10 0.2 19.86 16.13 19.53 4 3.0

20.751 638.7 39.01 556.8 .833 98.9 429.3 1179 300.0 0.10 50.0 19.87 15.97 18.77 4 4.0

20.736 638.6 38.99 556.7 .833 98.8 429.6 1180 300.0 0.10 50.0 19.87 15.97 18.89 4 5.0

20.734 638.6 38.99 556.7 .833 98.8 429.7 1180 300.0 0.I0 50.0 19.87 15.97 18.90 4 6.0

19.650 608.9 39.04 528.2 .827 99.0 376.4 1095 300.0 0.I0 0.4 20.39 16.07 17.72 5 O.

19.649 608.9 39.04 528.2 .827 99.0 378.2 1098 300.0 0.10 0.2 20.39 16.06 18.44 5 1.0

19.643 608.8 39.03 528.1 ,827 99.0 386.0 IIII 300.0 0.I0 0.2 20.39 16.05 18.96 5 2.0

19.606 608.2 39.02 527.3 .826 98.9 423.9 1171 300.0 0.10 0.2 20.38 15.98 19.54 5 3.0

19.465 606.4 38.89 525.4 .825 98.6 524.1 1318 300.0 0.I0 46.6 20.40 15.81 18.73 5 4.0

19.453 606.3 38.86 525.4 .825 98.5 528.3 1324 300.0 0.I0 49.2 20.39 15.80 18.83 5 5.0

19,452 606.3 38.87 525.4 .825 98.5 523.1 1317 300.0 0.I0 45.2 20.39 15.81 18.91 5 6,0

18.601 595.5 37.91 515.4 .824 96.1 385.7 III0 300.0 0.18 0.2 20.60 16.05 17.87 6 O.

18.601 595.4 37.92 515.4 .824 96.1 383.4 1106 300.0 0.18 0.2 20.60 16.05 18.38 6 1.0

18.596 595.5 37.91 515.4 .824 96.1 391.0 1119 300.0 0.18 0.2 20.60 16.04 18.97 6 2.0
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Io8 io8 loll Io| Iq

elf v= J= v_ fl" _ 'ct,,= I._ Xc Xf Xb Do 1_ Dc Sf Sb

18.566 595.2 37.88 514.9 .823 96.0 431.4 1183 300.0 0.18 0.2 20.60 15.97 19.49 6" 3.0

18.449 593.0 37.83 512.5 .822 95.9 547.3 1350 300.0 0.18 43.6 20.60 15.77 18.71 6 4.0

18.438 593.2 37.80 512.7 .822 95.8 -539.2 1339 300.0 0.18 40.0 20.60 15.78 18.93 6 5.0

18.436 593.0 37.81 512.5 .822 95.9 _4.9 1347 300.0 0.18 45.1 20.60 15.77 18.87 6 6.0

18.421 597.1 37.43 517.0 .824 94.9 381.0 1102 300.0 0.23 0.2 20.60 16.06 17.64 7 0.

18.420 597.2 37.42 517.0 .824 94.9 380.7 1102 300.0 0.23 0.2 20.60 16.06 18.41 7 1.0

18.415 597.2 37.42 517.0 .824 94.9 389.8 1117 300.0 0.23 0.2 20.60 16.04 18.91 7 2.0

18.384 596.6 37.40 516.3 .824 94.8 430.9 1182 300.0 0.23 0.2 20.60 15.97 19.48 7 3.0

18.265 594.8 37.32 514.3 .823 94.6 537.4 1336 300.0 0.23 42.0 20.60 15.78 18.75 7 4.0

18.253 594.5 37.31 514.1 .823 94.6 535.3 1334 300.0 0.23 45.0 20.60 15.79 18.86 7 5.0

18.253 594.6 37.31 514.1 .r73 94.6 537.6 1337 300.0 0.23 37.1 20.60 15.78 18.98 7 6.0

18.402 597.4 37.37 517.0 .824 94.7 380.1 II01 300.0 0.23 0.2 20.60 16.06 17.65 8 O.

18.401 597.4 37.37 5172 .824 94.7 382.0 1104 300.0 0.23 0.2 20.60 16.06 18.38 8 1.0

18.396 59"7.4 37.36 517.2 .824 94.7 389.8 1117 300.0 0.24 0.2 20.60 16.04 18.96 8 2.0

18.365 596.8 37.36 516.4 .824 94.7 432.4 1184 300.0 0.24 0.2 20.60 15.97 19.51 8 3.0

18.246 594.9 37.27 514.4 .823 94.5 536.0 1335 300.0 0.24 35.9 20.60 15.79 18.81 8 4.0

18.234 594.6 37.27 514.1 .823 94.5 541.7 1342 300.0 0.23 44.2 20.60 15.78 18.87 8 5.0

18.233 594.8 37.26 514.3 .823 94.4 54d.0 1346 300.0 0.23 38.4 20.60 15.77 18.96 8 6.0
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ORIGINAL pAGE _S
OF POOR QUALITY

eft

Table 6.64 Effect of Sr and Sb z xao - 1.0 ms, no BSF, XL S 300 IJ.m,Opl - 2

_ lel ies lel

v= J,_ v_ ff Cer _m L_ Xl. Xf Xb Do Da DL _ S_

22.645 7_..5 3&.26 617.0 .$42 99.7 156.9 653 142.7 0.10 0. 17.87 16.57 O. 0 0.

22.559 698.2 38.33 613.6 .843 99.5 133.8 602 154.1 0.10 0. 17.89 16.63 0. 0 1.0

22.080 684.6 38.29 601.6 .11_ 98..5 9&$ 487 192.4 0.10 0. 17.96 16.79 0. 0 2.0

20.967 667.7 37.44 585.2 .839 94.9 67.4 379 300.0 2.04 0. 17.77 16.96 O. 0 3.0

20.410 666.4 36..53 583.9 .838 92.6 44.7 286 300.0 2.11 O. 17.88 17.14 O. 0 4.0

20.331 666.4 36.40 583.9 .838 92.3 41.9 273 300.0 2.08 O. 17.90 17.17 O. 0 5.0

20.323 666.6 36.37 584.0 .838 92.2 41.1 269 300.0 2.02 O. 17.89 17.18 O. 0 6.0

22.630 701.4 38.30 615.9 .842 99.7 !$&6 657 146.$ 0.10 0. 18.25 16..56 0. 1 0.

22.545 697.4 38.35 612.9 .IM3 99.5 138.3 604, 156.8 0.10 O. 18.27 16.63 O. 1 1.0

22.071 684.3 38.30 601.3 .IM2 98.5 98.6 487 193.4 0.10 O. 18.29 16.79 O. 1 2.0

20.960 667.6 37.43 585.2 .839 94.9 67.4 378 300.0 1.9S O. 17.82 16.97 0. 1 3.0

20.403 666.3 36.53 583.8 .ID8 92.6 44.9 287 300.0 2.06 O. 17.90 17.14 0. 1 4.0

20.324 666.3 36.39 583.8 .838 92.3 42.1 274 300.0 2.02 O. 17.92 17.17 O. 1 5.0

20.316 666.5 36.36 51M,0 .838 92.2 41.1 269 300.0 1.97 O. 17.93 17.18 O. I 6.0

22.536 695.5 38.49 610.6 .842 99.6 167.6 680 166.5 0.10 O. 18.79 16.54 O. 2 O.

22.461 692.5 38.50 608.3 .842 90.5 148.4 631 174.2 0.10 O. 18.79 16.60 O. 2 1.0

22.016 681.7 38.37 598.8 .M2 98.5 104.3 505 204.1 0.10 0. 18.78 16.77 0. 2 2.0

20.908 668.1 37.27 586.0 .840 94,5 67.2 378 300.0 0.10 0. 18.78 16.97 0. 2 3.0

20.341 668.1 36.26 586.0 .840 91.9 42.5 276 300.0 0.I0 0. 18.77 17.16 O. 2 4.0

20.262 668.3 36.11 586.1 .840 91.5 39.5 262 300.0 0.10 0. 18.79 17.19 0. 2 5.0

20.254 668.3 36.09 586.2 .840 91.5 39.1 260 300.0 0.10 0. 18.79 17.20 O. 2 6.0

22.142 677.3 38.93 593.7 .1140 99.5 206.2 771 234.7 0.10 O. 19.33 16.43 O. 3 0.

22.088 676.0 38.90 592.7 .840 99.3 188.1 730 237.9 0.10 O. 19.33 16.48 0. 3 1.0

21.730 670.4 38.59 588.0 .840 98.4 126.7 571 249.2 0.10 O. 19.32 16.68 O. 3 2.0

20.717 661.8 37.33 579.9 .839 94.6 72.9 399 300.0 0.10 0. 19.30 16.93 O. 3 3.0

20.148 661.6 36.32 579.7 .838 92._ 47:0 296 300.0 0.10 O. 19.30 17.12 O. 3 4.0

20.068 661.8 36.16 579.9 .839 91.7 43.3 279 300.0 0.10 0. 19.30 17.15 0. 3 5.0

20.059 661.8 36.15 579.9 .839 91.6 42.9 278 300.0 0.10 0. 19.30 17.16 O. 3 6.0

21.153 646.5 39.21 564.4 .834 99.4 293.1 949 300.0 0.10 O. 19.86 16.23 O. 4 O.

21.119 646.0 39.17 564.0 .835 99.3 275.2 915 300.0 0.10 O. 19.87 16.27 O. 4 1.0

20.872 643.4 38.86 561.9 .835 98.5 198.1 753 300.0 0.10 O. 19.86 16.45 O. 4 2.0

20.010 639.1 37,53 558.1 .834 95.1 103.3 502 300.0 0.10 O. 19.83 16.77 O. 4 3.0

19.435 639.1 36.45 558.1 .834 92.4 64.1 366 300.0 0.10 O. 19.82 16.99 O. 4 4.0

19.349 639.4 36.26 558.5 .834 91.9 56.7 337 300.0 0.10 O. 19.82 17.04 O. 4 5.0

19.340 639.4 36.25 558.4 .834 91.9 57.1 338 300.0 0.I0 O. 19.83 17.04 O. 4 6.0

19.648 608.9 39.04 528.2 .r27 99.0 376.4 1095 300.0 0.10 0. 20.39 16.07 O. 5 0.

19.630 608.7 39.01 528.1 .827 98.9 364.2 1075 300.0 0.10 O. 20.39 16.09 O. 5 1.0

19.470 607.4 38.76 527.1 .827 98.3 300.6 963 300.0 0.10 0. 20.39 16.21 O. 5 2.0

18.766 604.3 37.54 524.7 .827 95.2 181.3 713 300.0 0.10 0. 20.36 16.50 O. 5 3.0

18.183 604.5 36.36 5_.9 .827 92.2 101.6 496 300.0 0.10 O. 20.35 16.78 0. 5 4.0

18.088 604.6 36.16 525.1 ,827 91.7 89.6 457 300.0 0.10 0. 20.35 16.84 O. 5 5.0

18.078 604.6 36.14 525,1 ._r7 91.6 88.2 453 300.0 0.10 0. 20.35 16.84 O. 5 6.0

18.600 595.2 37.94 515.1 .824 96.2 381.2 1103 300.0 0.18 0. 20.60 16.06 O. 6 O.

18.585 594.9 37.92 514.9 .824 96.1 372.4 1088 300.0 0.18 O. 20.60 16.07 O. 6 1.0

18.448 593.4 37.74 513.7 .824 95.7 326.3 1009 300.0 0.17 O. 20.60 16.16 O. 6 2.0

17.804 589.1 36.70 509.9 .824 93.0 218.5 798 300.0 0.15 O. 20.60 16.40 O. 6 3.0

17.232 588.8 35.52 509.9 .824 90.0 124.9 _6 300,0 0.14 O. 20.60 16.68 O. 6 4.0

17.135 589.1 35.30 510.3 .824 89.5 I05.0 507 300.0 0.14 O. 20.60 16.76 O. 6 5.0

17.125 589.2 35.28 510.3 .824 89.4 103.6 502 300.0 0.14 0. 20.60 16.7"7 O. 6 6.0

18.419 597.0 37.43 516.9 .824 94.9 381.0 I102 300.0 0.23 O. 20.60 16.06 O. 7 O.

18.403 596.8 37.41 517.0 .824 94.8 370.4 1085 300.0 0.23 O. 20.60 16.08 O. 7 1.0
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18.264 595.2 37.23 515.5 .824 94.4 320.5 999 300.0 0.22 0. 20.60 16.17 O. 7 2.0

17.614 591.9 36.11 512.7 .824 91.5 213.5 787 300.0 0.20 O. 20.60 16.41 O. 7 3.0

17.043 591.0 34.99 512.0 .824 88.7 120.2 553 300.0 0.19 0. 20.60 16.70 O. 7 4.0

16.947 591.1 34.78 512.1 .8,24 88.2 103.5 502 300.0 0.19 0. 20.60 16.77 0. 7 5.0

16.937 591.2 34.75 512.3 .824 88.1 98.5 486 300.0 0.19 O. 20.60 16.79 O. 7 6.0

18.400 59"/.2 3T.3& 517.1 .824 94.8 380.1 1101 300.0 0.23 0. 20.60 16.06 O. 8 0.

18.385 597.0 37.36 517.1 .824 94.7 370.1 1085 300.0 0.23 0. 20.60 16.08 O. 8 1.0

18.245 595.4 37.17 515.6 .824 94.2 322.0 1002 300.0 0.22 0. 20.60 16.17 O. 8 2.0

17.595 591.2 36.11 512.1 .824 91.5 212.6 785 300.0 0.20 O. 20.60 16.41 O. 8 3.0

17.023 591.0 34.95 512.0 .824 8&6 120.8 554 300.0 0.19 O. 20.60 16.70 O. 8 4.0

16.927 591.4 34.72 512.4 .824 88.0 101.4 496 300.0 0.19 0. 20.60 16.78 O. 8 5.0

16.917 591.4 34.70 512.4 .824 88.0 99.4 489 300.0 0.19 0. 20.60 16.79 O. 8 6.0
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Table 6.65 Effect of Sf and Sb at Xao - 0.7 ms, Xz. < 300 IJan, Op_- 2

tq lot lq Iq lq

Ve_ J_ Vm fT" C_ _ _ XL Xf Xb Do Dlt DI, Sr Sb

22.297 695.4 38.09 610.4 .842 99.6 114.6 560 131.2 IZI0 0.2 17.86 16.55 17.34 0 0.

22.2&t 694.4 38.14 609.4 .841 99.6 ll&2 571 134.7 0.10 0.2 17.86 16.54 18.23 0 1.0

22.209 689.8 38.28 (_.2 .841 99.5 124.7 590 149.4 0.10 0.2 17.88 16-51 18.86 0 2.0

21.885 674.7 38.67 $90.9 .839 99.2 161.5 690 207.9 0.10 0.2 17.91 16.37 19.47 0 3.0

21.326 657.1 38.81 5"J4.4 .136 98.4 219.6 _ 300.0 0.10 50.0 17.85 16.19 18.79 0 4.0

21.309 657.1 38.78 574.4 .836 98.3 215.2 816 _0.0 0.10 50.0 17.86 16.20 18.90 0 5.0

21.308 656.9 3&79 Y/4.2 .836 98.3 220.0 826 300.0 0.10 50.0 18.19 16.19 18.91 0 6.0

22.278 690.6 3&35 605.9 .841 99,5 121.6 581 156.3 0.10 0.2 18.27 16.52 17-50 1 0.

22.266 690.1 38.36 6Q5.4 .841 99.5 121.8 $82 157.9 (3.10 0.2 18.25 16-52 18.23 1 1.0

22.196 686.9 38.44 602.4 .841 99.5 129.9 605 167.7 0.10 0.2 18.19 16.49 18.88 1 2.0

21.880 674.6 38.66 590.9 .839 99.2 15&9 683 2177.$ 0.10 0.2 18.23 16.38 19.46 1 3.0

21.323 657.2 38.80 574.5 .836 98.4 215.9 817 300.0 (3.10 50.0 18.24 16.20 18.78 1 4.0

21.306 657.0 38.78 574.4 .836 98.3 214.9 815 300.0 0.11 50.0 18.23 16.20 18.90 1 5.0

21.305 657.0 3&78 Y/4.3 .836 98.3 215.3 816 300.0 0.10 50.0 18.24 16.20 18.91 1 6.0

22.201 685.8 38.52 601.4 .840 99.4 126.9 597 176.3 0.10 0.2 18.79 16-50 17.65 2 0.

22.191 685.4 38.52 601.0 .840 99.4 12& 1 600 17"/.5 0.10 0.2 18.80 16.49 18.25 2 1.0

22.130 682.9 38.58 598.7 .840 99.4 134.8 619 185.8 0.10 0.2 18.79 16.47 18.88 2 2.0

21.842 673.0 38.70 589.4 .839 99.2 163.7 695 212.1 0.10 0.2 18.77 16.36 19.46 2 3.0

21.303 656.5 38.81 573.8 .836 98.4 219.9 826 300.0 0.I0 50.0 18.80 16.19 18.79 2 4.0

21.287 656.4 38.79 Y73.7 .836 98.3 217.7 821 300.0 0.10 50.0 18.79 16.19 18.90 2 5.0

21.285 656.4 38.79 573.7 .836 98.3 217.9 822 300.0 0.10 50.0 18.78 16.19 18.91 2 6.0

21.880 673.3 38.73 589.9 .839 99.4 147.4 653 206.4 0.10 0.2 19.32 16.42 17.69 3 0.

21.874 673.1 38.74 589.6 .839 99.4 151.0 662 206.4 (3.10 0.2 19.32 16.41 18.27 3 1.0

21.836 671.8 38.76 588.4 .839 99.4 155.5 674 212.0 0.10 0.2 19.32 16.39 18.90 3 2.0

21.633 665.2 38.83 582.1 .837 99.2 180.1 735 235.0 (3.10 0.2 19.33 16.31 19.48 3 3.0

21.180 652.5 38.86 569.9 .835 98.5 239.2 867 300.0 (3.10 50.0 19.33 16.13 18.79 3 4.0

21.165 652.5 38.83 570.0 .835 98.4 233.3 835 300.0 0.10 50.0 19.33 16.15 18.90 3 5.0

21.163 652.5 38.83 570.0 .835 98.4 234.2 856 300.0 0.10 50.0 19.33 16.15 18.91 3 6.0

21.004 643.6 39.14 561.6 .834 99.2 211.3 807 300.0 0.10 0.2 19.85 16.21 17.70 4 0.

21.002 643.5 39.14 561.4 .834 99.2 215.6 817 300.0 (3.10 0.2 19.86 16.20 18.32 4 1.0

20.987 643.3 39.14 561.2 .834 99.2 218.1 822 300.0 (3.10 0.2 19.86 16.19 18.95 4 2.0

20.830 643.2 38.83 561.3 .834 99.4 234.1 856 222.6 0.10 0.2 19.84 16.15 19.49 4 3.0

20.626 636,3 38.95 554.4 .832 98.7 296.1 978 300.0 0.10 50.0 19.87 15.98 18.77 4 4.0

20.613 636.3 38.93 554.4 .832 98.7 293.9 974 300.0 0.10 50.0 19.87 15.99 18.88 4 5.0

20.611 636.2 38.93 554.4 .832 98.7 296.5 979 300.0 (3.10 50.0 19.87 15.98 18.90 4 6.0

19.$88 608.0 38.99 527.3 .826 98.8 276.6 941 300.0 0.10 0.2 20.39 16.03 17.59 5 0.

19.$87 608.0 38.98 527.3 .826 98.8 276.1 940 30_0 (3.10 0.2 20.40 16.04 18.35 5 1.0

19.581 607.9 38.99 527.1 .826 98.8 283.9 955 300.0 (3.10 0.2 20.40 16.02 18.96 5 2.0

19.546 607.3 38.97 526.4 .826 98.8 302.8 991 300.0 0.10 0.2 20.39 15.97 19.53 5 3.0

19.409 605.5 38.84 524.6 .825 98.5 367.1 1103 300.0 (3.10 50.0 20.38 15.81 18.69 5 4.0

19.397 605.4 38.82 524.5 J25 98.4 369.5 1107 300.0 0.10 50.0 20.40 15.80 18.82 5 5.0

19.396 605.4 38.81 524.6 .825 98.4 366.5 1102 300.0 0.10 50.0 20.40 15.81 18.82 5 6.0

18.$52 593.3 37.99 513.2 .823 96.3 2_-5 958 300.0 0.17 0.2 20.60 16.01 18.07 6 0.

18.$51 593.1 3&00 513.0 .823 96.3 285.8 959 300.0 0.16 0.2 20.60 16.01 18.28 6 1.0

18.546 593.0 38.00 513.0 .823 96.3 28&$ 964 300.0 0.16 0.2 20.60 16.00 18.96 6 2.0

18.519 592.4 38.00 512.2 .823 96.3 310.5 1005 300.0 0.16 0.2 20.60 15.95 19.54 6 3.0

18.406 590.3 37.94 510.0 .822 96.2 379.7 1124 300.0 0.16 45.6 20.60 15.78 18.69 6 4.0

18.394 590.3 37.92 509.9 .822 96.1 380.0 1124 300.0 0.16 47.2 20.60 15.78 18.81 6 5.0

18.392 $90.4 37.91 510.0 .822 96.1 379.3 1123 300.0 0.16 49.6 20.60 15.78 18.80 6 6.0

18.369 $95.1 37.47 515.0 .824 95.0 279.2 947 300.0 0.21 0.2 20.60 16.03 18.67 7 0.

18.368 595.3 37.46 515.1 .824 95.0 288.2 964 300.0 0.22 0.2 20.60 16.00 18.86 7 1.0

233



18.364 595.1 37.47 514.9 .823 95.0 287.5 962 300.0 0.21 0.2 20.60 16.01 18.97 7 2.0

18.336 594.6 37.46 514.4 .823 95.0 309.5 1003 300.0 0.22 0.2 20.60 15.95 19.54 7 3.0

18.219 592.2 37.41 511.8 .a22 94.8 378.2 1121 300.0 0.21 48.5 20.60 15.78 18.66 7 4.0

18.208 592.7 37.35 517.4 .822 94.7 3"rLl 1120 300.0 0.21 $0.0 20.60 15.78 18.78 7 5.0

18.205 592.1 37.39 511.7 .822 94.8 375.7 1117 300.0 0.20 50.0 20.60 15.79 18.80 7 6.0

18.350 595.2 37.43 515.1 .824 94.9 285.0 958 300.0 0.22 0.2" 20.60 16.01 18.00 8 O.

18.348 594.8 37.46 514.7 .823 94.9 285.0 958 300.0 0.21 0.2 20.60 16.01 18.35 8 1.0

18.344 595.0 37.43 514.9 .823 94.9 286.6 961 300.0 0.22 0.2 20.60 16.01 18.97 8 2.0

18.316 594.5 37.43 514.3 .823 94.9 309.1 1002 300.0 0.22 0.2 20.60 15.95 19.53 8 3.0

18.197 591.9 37.39 511.6 .822 94.8 377.5 1120 300.0 0.21 50.0 20.60 15.78 18.66 8 4.0

18.187 592.4 37.34 512.0 .822 94.6 377.9 1121 300.0 0.21 50.0 20.60 15.78 18.79 8 5.0

18.186 592.4 37.33 512.1 .822 94.6 375.6 i117 300.0 0.21 50.0 20.60 15.79 18.80 8 6.0
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Table 6.66 Effect of St and Sb at fee = 0.4 ms, XL < 500 tun, Opt = 2

lee tee tq les tee

eft Ves Jm Vm ff C.m, _ L/ Xt. Xt Xb Do De DL St' Sb

21.729 683.7 37.82 599.5 .840 99.5 69.7 440 115.2 0.10 0.2 17.99 16.52 17.31 0 0.

21.719 683.0 37.85 598.9 .840 99.5 70.9 444 117-3 0.10 0.2 17.87 1631 18.02 0 1.0

21.666 679.7 37.96 595.8 .840 99.4 74.2 457 126.4 0.10 0.2 17.99 16.49 18.83 0 2.0

21.420 667.2 3&32 583.9 .838 99.1 93.4 57A 168.3 0.10 0.2 18.14 16.36 19.42 0 3.0

20.911 649.7 3&55 567.4 .835 98.2 130.0 636 258.9 0.10 50.0 18.31 16.17 18.7"7 0 4.0

20.897 649.3 38.55 567.0 .835 98.1 129.8 636 266.1 0.10 50.0 17.89 16.17 18.87 0 5.0

20.896 649.3 38.55 566.9 .835 98.1 129.6 635 266.6 0.10 50.0 18.23 16.17 18.87 0 6.0

21.720 683.2 37.84 599.1 .840 99.5 69.9 440 116.3 0.10 0.2 18.21 16.52 17.84 I 0.

21.711 682.6 37.85 598.6 .840 99.5 70.0 441 117.9 0.10 0.2 18.12 16..$2 18.23 1 1.0

21.659 679.3 37.97 595.4 .840 99.4 75.1 460 127.7 0.10 0.2 18.16 16.48 18.83 I 2-0

21,416 667.2 38.31 5M.0 .838 99.1 91.2 517 167.5 0.10 0.2 18.20 16.38 19.43 1 3.0

20.909 649.3 38.58 567.0 .835 98.1 129.6 635 266.1 0.10 50.0 18.20 16.17 18.73 1 4.0

20.895 649.3 38.55 567.0 .835 98.1 128.8 633 266.3 0.10 50.0 18.21 16.17 18.85 1 5.0

20.894 649.2 38.55 566.9 .835 98.1 129.1 634 267.2 0.10 50.0 18.29 16.17 18.88 1 6.0

21.669 679.6 37.97 595.8 .840 99.4 72.9 452 126.3 0.10 0.2 18.76 16.50 17.80 2 0.

21.661 679.2 37.98 595.4 .840 99.4 73.6 454 127.5 0.10 0.2 18.76 16.49 18.13 2 1.0

21.614 676.5 38.07 592.8 .839 99.4 77.4 469 135.8 0.10 0.2 18.75 16.47 18.82 2 2.0

21.387 665.8 38.35 582.6 .838 99.1 93.9 526 172.1 0.10 0.2 18.76 16.36 19.43 2 3.0

20.893 649.0 38.56 566.8 .835 98.1 126.0 625 269.3 0.10 50.0 18.77 16.19 18.77 2 4.0

20.880 648.5 38.58 566.2 .835 98.1 131.7 641 269.5 0.10 50.0 18.76 16.16 18.86 2 5.0

20.879 648.4 38.58 566.1 .835 98.1 131.5 641 271.4 0.10 50.0 18.80 16.16 18.87 2 6.0

21.426 666.4 38.37 583.4 .838 99.3 87.3 SOt 166.4 0.10 0.2 19.32 16.40 18.03 3 0.

21.421 666.3 38.37 583,3 .838 99.3 87.3 504 166.4 0.10 0.2 19.32 16.40 18.03 3 1.0

21.390 665.0 38.40 582.0 .838 99.3 89.2 511 172.0 0. I0 0.2 19.32 16.39 18.83 3 2.0

21.224 658.7 38.52 575.9 .836 99.1 103.3 55"7 195.0 0.10 0.2 19.33 16.31 19.44 3 3.0

20.800 645.4 38.63 563.3 .834 98.1 133.6 646 279.4 0.10 50.0 19.32 16.15 18.76 3 4.0

20.787 645.2 38.63 563.0 .834 98.1 137.0 656 279.6 0.10 50.0 19.32 16.13 18.85 3 5.0

20.786 645.2 38.63 563.0 .8"34 98.1 136.7 655 279.2 0.10 50.0 19.32 16.13 18.88 3 6.0

20.697 639,1 38.88 557.2 .833 99.0 125.0 622 2.$9.3 0.10 0.2 19.85 16.19 18.08 4 0.

20.693 639.3 38.85 557.5 .833 99.0 123.5 618 252.4 0.10 0.2 19.86 16.20 18.98 4 1.0

20.683 638.8 38.87 556.9 .833 99.0 128.0 631 256.7 0.10 0.2 19.85 16.18 18.97 4 2.0

20.593 638.5 38.72 556.8 .833 99.1 131.4 640 222.6 0.I0 0.2 19.84 16.16 19.47 4 3.0

20.362 630.6 38.85 549.0 .831 98.3 165.8 731 319.5 0.10 50.0 19.88 16.00 18.74 4 4.0

20.352 630.6 38.84 549,0 .831 98.3 164.0 726 322.7 0.10 50.0 19.87 16.01 18.86 4 5.0

20.351 630.8 38.82 549.2 .831 98.2 161.8 721 318.8 0.10 50.0 19.85 16.02 18.86 4 6.0

19.454 605.1 38.96 524.2 .825 98.4 173.6 750 351.4 0.10 0.2 20.39 15.97 18.06 5 O.

19.453 605.1 38.96 524.2 .825 98.3 173.0 749 351.5 0.10 0.2 20.40 15.97 18.96 5 1.0

19.448 605.0 38.96 524.0 .825 98.3 174.3 752 352.4 0.10 0.2 20.38 15.96 19.21 5 2-0

19.420 60_.5 38.95 523.4 .825 98.3 180.7 767 357.8 0.10 0.2 20.39 15.93 19.57 5 3.0

19.309 602.3 38.92 521.1 .824 98.0 210.6 835 391.1 0.10 50.0 20.38 15.80 18.79 5 4.0

19.304 602.4 38.89 521.3 .824 97.9 205.0 823 391.8 0.10 50.0 20.40 15.83 18.82 5 5.0

19.303 602.4 38.89 521.3 .824 97.9 205.0 823 395.1 0, I0 50.0 20.40 15.83 18.85 5 6.0

18.461 591.2 38.01 510.6 .822 95.8 182.7 772 370.8 0.17 0.2 20.60 15.93 18.78 6 0.

18.460 590.9 38.03 510.3 .821 95.9 184.9 777 375.5 0.16 0.2 20.60 15.92 19.13 6 1.0

18.457 590.9 38.02 510.4 .822 95.9 185.0 777 366.5 0.16 0.2 20.60 15.92 19.29 6 2.0

18.436 590.3 38.03 509.7 .821 95.9 193.6 797 368.2 0.16 0.2 20.60 15.88 19.52 6 3.0

18.353 588.3 38.04 507.4 .820 95.7 217.1 850 405.2 0.16 45.6 20.60 15.78 18.73 6 4.0

18.347 588.2 38.03 506.9 .820 95.7 217.3 850 410.0 0.16 47.2 20.60 15.78 18.85 6 5.0

18.347 588.3 38.01 5{I7.5 .820 95.6 213.9 843 408.3 0.16 49.6 20.60 15.79 18.84 6 6.0

18.273 592.7 37.51 512.1 .87.2 94.6 185.8 779 368.2 0.21 0.2 20.60 15.91 19.18 7 0.

18.269 592.7 37.51 512.0 .822 94.4 183.5 774 399.9 0.22 0.2 20.60 15.92 19.31 7 1.0
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iq kl tq tow to#
elf V. J= Vw ff C._ _m L_ Xt. Xt Xb Do DI Dr. St Sb

18.270 592.8 37.49 512.1 .822 94.5 184.5 776 369.5 0.21 0.2 20.60 15.92 19.30 7 2.0

18.248 592.4 37.48 511.7 .822 94.5 192.0 794 369.3 0.22 0.2 20.60 15.89 19.50 7 3.0

18.163 589.8 37.53 508.9 .821 94.4 218.9 854 408.1 0.21 48.5 20.60 15.77 18.66 7 4.0

18.156 590.4 37.46 509.5 .821 94.2 215.6 846 408.6 0.21 50.0 20.60 15.78 18.82 7 5.0

18.156 589.8 37.51 509.0 .821 94.3 214.8 8,45 408.8 0.20 50.0 20.60 15.79 18.87 7 6.0

18.254 592.8 37.46 512.1 .822 94.4 185.0 777 376.1 0.22 0.2 20.60 15.92 18.97 8 O.

18.253 592.5 37.48 512.0 .822 94.5 184.1 775 365.9 0.21 0.2 20.60 15.92 19.06 8 1.0

18.250 592.7 37.46 512.1 .822 94.4 184.5 776 370.1 0.22 0.2 20.60 15.92 19.30 8 2.0

18.228 592.2 37.46 511.5 .822 94.4 191.6 793 374.0 0.22 0.2 20.60 15.89 19.59 8 3.0

18.143 589.6 37.50 508.7 .820 94.3 218.9 854 408.1 0.21 50.0 20.60 15.77 18.66 8 4.0

18.137 590.0 37.45 509.2 .821 94.2 216.0 847 409.8 0.21 50.0 20.60 15.78 18.86 8 5.0

18.136 590.1 37.44 509.3 .821 94.2 214.7 845 410.3 0.21 50.0 20.60 15.79 18.85 8 6.0
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Table 6.67 Effect of Sf and Sb atzuo = 0.1 ms, Xt. < 300 _ O_ = 2

to_ tel tol _os tq

efT V_ J, V_ IT _ _um I.¢ Xt. Xf X_ Do De Dr. Sf Sb

20.318 655.A 37.05 573.4 .836 99.3 26.8 284 79.8 0.I0 15.0 17.85 16.29 16.66 0 0.

20.277 65"7.0 36.91 574.5 .836 99.2 20.7 244 75.i 0.I0 0.2 18.04 16.43 17.69 0 L0

20.251 654.9 36.99 572.5 .836 99.2 2L6 2_0 79.1 0.10 0.2 18.O3 16.4_ 18.60 0 2.0

20.127 647.4 37.24 565.4 .835 98.9 24.7 271 94.'/ 0.10 0.2 18.01 16.33 19.33 0 3.0

19.961 642.0 37.29 560.2 .834 98.8 27.4 288 100.0 0.10 0.2 17.89 16.27 19.63 0 3.5

19.696 629.1 37.67 547.9 .831 97.6 37_3 344 163.4 0.10 50.0 17.92 16.08 18.42 0 4.0

19.677 628.6 37.66 _17.4 .831 97.4 37.2 344 168.9 0.10 50.0 17.81 16.08 18.58 0 5.0

19.675 628.6 37.66 547.4 .831 97.4 37.3 344 169.1 0.10 50.0 17.99 16.08 18.61 0 6.0

20.314 655.8 37.04 573.5 .836 99.3 26.8 284 79.6 0.10 14.6 18.03 16.29 16.65 1 0.

20.275 656.7 36.92 574.2 .836 99.2 20.7 244 75.6 0.10 0.2 18.16 16.43 17.70 1 1.0

20.248 654.9 36.98 572.5 .836 99.1 21.3 248 79.0 0.10 0.2 18.15 16.42 18.60 1 2.0

20.13 647.3 .'r/25 5652. .835 98.9 24.9 272 95.1 0.10 0.2 18.14 16.33 19.33 1 3.0

19.958 641.9 3'/.29 560.2 .834 98.8 27.4 288 100.0 0.10 0.2 17.84 16.27 19.62 1 3.5

19.694 629.1 37.66 547.9 .831 97.6 37.4 345 162.3 0.10 50.0 18.43 16.07 18.41 1 4.0

19.676 628.6 37.66 547.4 .831 97.4 37..5 345 167.9 0.10 50.0 18.08 16.07 18.59 1 5.0

19.674 628.6 37.66 547.4 .831 97.4 37.5 345 168.3 0.10 50.0 18.32 16.07 18.61 I 6.0

20.311 653.4 37.19 571.1 .836 99.3 35.1 332 84.8 0.10 50.0 18.57 16.12 16.83 2 0.

20.253 654.9 36.99 572.5 .836 99.2 21.3 248 78.9 0.10 0.2 18.63 16.42 17.70 2 1.0

20.228 653.4 37.04 571.1 .836 99.1 21.7 2.$0 81.8 0. I0 0.2 18.63 16.41 18.59 2 2.0

20.110 646.4 37.28 564.5 .834 98.9 24.9 272 96.8 0.10 0.2 18.63 16.33 19.32 2 3.0

19.947 641.4 37.30 559.7 .834 98.8 27.9 291 100.0 0. I0 0.2 18.63 16.26 19.63 2 3.5

19.687 628.5 37.69 547.3 .831 97.6 38.1 348 164.1 0. I0 50.0 18.62 16.06 18.42 2 4.0

19.669 628.3 37.67 547.1 .831 97.4 37.5 345 168.5 0.10 50.0 18.62 16.07 18.58 2 5.0

19.667 628.3 37.66 547.1 .831 97.4 37.2 344 169.2 0.10 50.0 18.60 16.08 18.60 2 6.0

20.143 647.8 37.24 565.9 .835 99.0 23.3 262 92.4 0.10 0.2 19.27 16.37 17.28 3 0.

20.140 6474 37.26 565.5 .835 99.0 23.5 263 93.6 0.10 0.2 19.26 16.36 17.71 3 1.0

20.120 646.3 37.30 564.4 .835 99.0 24.3 268 96.2 0.10 0.2 19.27 16.34 18.60 3 2.0

20.022 641.5 37.44 559.8 .834 98.8 26.9 285 107.1 0.10 0.2 19.25 16.29 19.33 3 3.0

19.$71 639.0 37.32 557.5 .833 98.9 28.8 296 100.0 0. I0 0.2 19.27 16.24 19.63 3 3.5

19.6,,0 626.5 37.74 545.4 .831 97.6 39.1 353 168.4 0.I0 50.0 19.27 16.04 18.41 3 4.0

19.622 626.3 37.72 545.1 .831 97.5 38.7 351 172.7 0.10 50.0 19.26 16.05 18.58 3 5.0

19.620 626.3 37.71 545.2 .831 97.4 38.3 349 173.2 0.I0 50.0 19.27 16.06 18.60 3 6.0

19.790 627.4 37.94 546.5 .831 98.9 38.0 348 141.3 0.I0 50.0 19.83 16.06 16.71 4 O.

19.714 627.3 37.81 546.8 .831 98.7 31.7 314 137.1 0.10 0.2 19.82 16.18 17.70 4 1.0

19.704 627.1 37.81 546.1 .831 98.6 31.4 312 138.3 0.10 0.2 19.82 16.19 18.70 4 2.0

19.651 625.2 37.84 544.2 .831 98.6 33.8 325 143.0 0.10 0.2 19.83 16.14 19.36 4 3.0

19.395 616.9 37.94 536.2 .829 97.6 43.2 374 192.1 0.10 50.0 19.84 15.97 18.40 4 4.0

19.379 617.0 37.90 536.3 .829 97.5 42.8 372 192.8 0.10 50.0 19.84 15.98 18.57 4 5.0

19.377 616.9 37.90 536.2 .829 97.5 43.2 374 192.3 0. I0 50.0 19.84 15.97 18.58 4 6.0

18.866 598.8 38.20 518.8 .825 98.2 49.3 402 199.7 0.10 50.0 20.37 15.86 16.7"7 5 0.

18.796 598.6 38.07 518.6 .825 97.9 44.4 380 197.9 0.10 0.2 20.38 15.95 18.85 5 1.0

18.793 598.4 38.08 518.4 .825 97.8 44.9 382 199.9 0.10 0.2 20.37 15.94 18.73 5 2.0

18.770 598.0 38.07 517.9 .824 97.8 45.8 386 200.5 0.I0 0.2 20.38 15.92 19.41 5 3.0

18.637 595.3 38.00 515.3 .824 97.6 51.8 414 204.9 0.10 21.8 20.38 15.82 18.90 5 4.0

18.628 594.6 38.04 514.6 .824 97.2 53.1 419 2.34.8 0.I0 49.9 20.36 15.80 18.52 5 5.0

18.627 594.5 38.05 514.7 .823 97.2 53.5 421 235.4 0.I0 50.0 20.36 15.79 18.55 5 6.0

17.913 583.7 37.37 504.2 .821 95.9 49.6 404 204.8 0.14 0.2 20.60 15.86 17,63 6 O.

17.910 583.0 37.43 503.4 .821 95.8 50.5 408 222.3 0.14 0.2 20.60 15.84 17.93 6 1.0

17.906 583.0 37.42 503.4 .821 95.8 50.6 408 222.9 0.14 0.2 20.60 15.84 18.04 6 2.0

17.893 582.5 37.42 503.0 .821 96.1 49.9 405 205.1 0.13 0.2 20.60 15.85 19.48 6 3.0

17.806 580.2 37.43 5{30.6 .820 95.7 57.1 437 230.4 0.13 31.0 20.60 15.73 18.67 6 4.0
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_l loll _l log ;oil

eft V= J= Vw ff Eta" _ I_ Xt, Xt Xb Do DIs DL, _ Sb

17.802 579.6 37.47 500.0 .820 95.5 58.0 440 254.0 0.13 49.9 20.60 15.71 18.54 6 5.0

17.801 579.4 37.49 499.7 .819 95.4 58.6 443 260.8 0.13 49.6 20.60 15.70 18.55 6 6.0

17.714 585.2 36.84 505.7 .822 94.6 49.2 402 205.0 0.19 0.2 20.60 15.87 17.63 7 0.

17.709 584.3 36.91 504.6 .821 94.5 50.5 408 222.8 0.18 0.2 20.60 15.84 19.26 7 1.0

17.707 584.7 36.87 505.1 .821 94.4 49.5 403 219.4 0.18 0.2 20.60 15.86 19.29 7 2.0

17.694 584.7 36.84 505.1 .821 94.6 50.5 408 205.0 0.18 0.2 20.60 1.q.84 19.39 7 3.0

17.611 581.0 36.96 501.4 .820 94.2 58.1 441 251.6 0.17 49.9 20.60 15.71 18.33 7 4.0

17.601 580.6 36.98 501.0 .820 94.3 58.0 440 251.0 0.17 50.0 20.60 15.71 18.52 7 5.0

17.599 581.0 36.94 501.3 .820 94.1 5"7.8 440 25'7.1 0.17 50.0 20.60 15.71 18.54 7 6.0

17.691 584.9 36.82 505.3 .821 94.4 49.5 403 213.7 0.19 0.2 20.60 15.86 17.82 8 O.

17.688 584.9 36.82 $05.3 .821 94.3 49.5 • 403 217.2 0.19 0.2 20.60 15.86 19.28 8 1.0
17.686 584.2 36.87 504.6 .821 94.4 50.3 407 222.2 0.18 0.2 20.60 15.85 19.26 8 2.0

17.673 584.9 36.78 505.4 .821 94.4 50.5 408 205.1 0.19 0.2 20.60 15.84 19.41 8 3.0

17.590 581.2 36.91 501.5 .820 94.0 58.1 441 252.8 0.18 50.0 20.60 15.71 18.33 8 4.0

17.607 580.9 36.96 501.3 .820 94.2 58.0 440 251.0 0.17 50.0 20.60 15.71 18.52 8 5.0

17.578 581.1 36.89 501.4 .820 93.9 57.9 440 257.0 0.18 50.0 20.60 15.71 18.54 8 6.0
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Table 6.68 Effect of Sf and Ereat %0 - 0.1 tm, XL < 100 gin, Opl- 2

eft' V,. Jm Vw ff C_ _ Lt XI. Xf Xe Do De DI. $f S_

20.283 657.3 36.90 574.8 .836 99.2 20.6 243 74.6 0.10 0.2 18.13 16.4g 17.24 0 0.

20.277 656.9 36.91 574.4 .836 99.2 20.7 244 75.2 0.10 0.2 18.04 16.43 17.69 0 1.0

20.251 655.0 36.99 572.5 .$36 99.2 21.6 250 79.0 0.10 0.2 18.03 16.41 18.60 0 2.0

20.127 647.4 37.25 565.4 .$35 98.9 24.7 271 94.8 0.10 0.2 l&05 16.33 19.33 0 3.0

19.555 636.3 36.91 554.7 .$33 97.8 40.8 362 100.0 0.10 49.8 17.97 16.01 18.34 0 4.0

19.513 636.5 36.82 554.9 .833 97.5 40.5 361 100.0 0.10 49.8 l&30 16.02 l&51 0 5.0

19.510 636.5 36.81 554.9 .$33 97.5 40..5 361 100.0 0.10 49.8 17.91 16.02 I&53 0 6.0

20.279 656.4 36.94 574.0 .$36 99.2 20.7 244 76.8 0.10 0.2 18.31 16.43 17.28 I 0.

20.275 656.7 36.92 574.2 .136 99.2 20.7 244 75.6 0.10 0.2 18.16 16.43 17.70 1 1.0

20.248 6.54.9 36.98 572.6 .836 99.1 21.3 248 78.9 0.10 0.2 18.15 16.42 18.60 1 2.0

20.125 647.3 37.25 565.2 .$35 98.9 24.9 272 95.1 0.10 0.2 l&14 16.33 19.33 1 3.0

19.553 636.2 36.92 554.6 .$33 97.8 41.1 363 100.0 0.10 49.8 18.52 16.01 18.34 1 4.0

19.512 636.4 36.82 554.9 .833 97.5 40.9 363 100.0 0.10 49.8 17.99 16.01 18.53 1 5.0

19.508 636.5 36.81 555.0 .$33 97.5 40.1 358 100.0 0.10 49.8 18.24 16.03 I&53 1 6.0

20.258 654.8 37.01 572.4 .$36 99.2 21.3 248 79.8 0.10 0.2 18.66 16.42 17.14 2 0.

20.253 654.9 36.99 572.5 .$36 99.2 21.3 248 78.9 0.10 0.2 18.63 16.42 17.69 2 1.0

20.228 653.4 37.04 571.1 .836 99.1 21.7 250 81.8 0.10 0.2 18.62 16.41 18.59 2 2.0

20.1 10 6d6.4 37.28 564.4 ._t 98.9 24.9 272 97.1 0.10 0.7, 18.65 16.33 19.30 2 3.0

19.544 635.9 36.91 554.4 .$33 97.8 40.7 362 100.0 0.10 49.8 1&55 16.01 1&33 2 4.0

19.502 636.1 36.82 554.6 .$33 97.5 40.7 361 100.0 0.10 49.8 1&56 16.01 18.51 2 5.0

19.498 636.2 36.81 5_.6 .$33 97.5 40.5 361 100.0 0.10 49.8 1&54 16.02 18.53 2 6.0

20.143 647.8 37.25 565.8 .$35 99.0 23.3 262 92.6 0.10 0.2 19.25 16.37 17.44 3 0.

20,140 647.4 37.26 565.5 .$35 99.0 23.5 263 93.6 0. I0 0.2 19.26 16.36 17.71 3 1.0

20.120 646.3 37.30 564.4 .$35 99.0 24.3 268 95.9 0.10 0.2 19.27 16.34 18.67 3 2.0

20.022 642.9 37.34 561.2 .834 98.9 26.1 280 100.0 0.10 0.2 19.27 16.30 19.33 3 3.0

19.483 633.9 36.93 552.5 .$32 97.8 42.0 368 I00.0 0.I0 49.8 19.24 15.99 18.34 3 4.0

19.440 634.2 36.83 552.8 .$32 97.6 41.4 365 I00.0 0.I0 49.8 19.23 16.00 18.51 3 5.0

19.436 634.2 36.82 552.8 .$32 97.5 41.4 365 I00.0 0.I0 49.8 19.23 16.00 18.53 3 6.0

19.683 632.2 37.40 551.1 .$32 99.1 28.9 297 I00.0 0.I0 0.5 19.84 16.24 16.58 4 O.

19.678 632.2 37.40 551.1 .$32 99.1 28.7 296 100.0 0.10 0.2 19.84 16.25 17.70 4 1.0

19.666 631.9 37.40 550.8 .$32 99.1 29.1 298 1{30.0 0.10 0.2 19.84 16.24 18.61 4 2.0

19.601 630.3 37.38 549.3 .$32 99.0 30.8 308 1{30.0 0.10 0.2 19.84 16.20 19.34 4 3.0

19.169 623.9 37.00 543.0 .830 98.0 48.9 401 100.0 0.10 49.8 19.85 15.87 18.28 4 4.0

19.124 624.1 36.9(} 543.7 .830 97.7 48.5 399 I00.0 0.I0 49.8 19.85 15.88 18.47 4 5.0

19.120 624.2 36.89 543.3 .$30 97.7 48.4 398 I00.0 0.I0 49.8 19.85 15.88 18.50 4 6.0

18.643 603.6 37.36 523.9 .827 98.9 51.0 410 100.0 0.10 50.0 20.40 15.83 16.78 5 O.

18.588 603.2 37.28 523.4 .827 98.8 40.2 359 100.0 0.10 0.2 20.38 16.02 18.77 5 1.0

18.585 603.1 37.28 523.3 .827 98.8 40.7 361 100.0 0.10 0.2 20.38 16.02 18.69 5 2.0

18.558 602.5 37.27 522.8 .826 98.7 41.7 367 100.0 0.10 0.2 20.38 16.00 19.34 5 3.0

18.355 599.0 37.12 519.3 .82_ 98.3 55.5 430 I00.0 0.I0 21.7 20.39 15.76 18.69 5 4.0

18.229 599.6 36.83 519.8 .825 97.6 62.1 457 I00.0 0.I0 49.8 20.39 15.64 18.36 5 5.0

18.224 599.5 36.82 519.7 .IR5 97.5 62.2 458 I00.0 0.I0 49.8 20.39 15.6,1 18.37 5 6.0

17.632 588.4 36.39 509.3 ._23 96.4 43.7 376 IO0.O 0.15 0.2 20.60 15.96 17.58 6 O.

17.632 588.4 36.40 509.3 .823 96.4 44.5 380 I00.0 0.15 0.2 20.60 15.95 17.89 6 1.0

17.628 588.3 36.39 509.2 .823 96.4 43.7 376 100.0 0.15 0.2 20.60 15.96 18.05 6 2.0

17.608 585.2 36.58 506.1 .822 96.9 49.5 403 100.0 0.13 0.2 20.60 15.86 19.44 6 3.0

17.433 584.8 36.25 505.7 .822 96.0 62.3 458 I00.0 0.15 30.9 20.60 15.63 18.43 6 4.0

17.324 $84.0 36.06 505.1 .822 95.5 63.4 462 I00.0 0.14 49.8 20.60 15.61 18.38 6 5.0

17.320 583.9 36.07 505.0 .822 95.5 63.9 465 I00.0 0.14 49.5 20.60 15.60 18.39 6 6.0

17.439 590.1 35.88 510.9 .824 95.0 43.6 376 I00.0 0.20 0.2 20.60 15.96 17.58 7 O.

17.435 589.9 35.88 510.8 .824 95.0 44.0 378 100.0 0.20 0.2 20.60 15.96 19.17 7 1.0

239



e_ Ve_ J_ V_ IT _ x_ _ XL Xf Xb Do I_ £_ Sf Sb

17.433 589.8 35.88 .410.7 .824 95.0 44.1 378 100.0 0.20 0.2 20.60 15.95 19.20 7 2.0

17.416 589.2 35.89 510.0 .823 95.1 47.1 392 100.0 0.20 0.2 20.60 15.90 19.33 7 3.0

17.178 585.5 35.65 506.5 .823 94.4 63.6 463 1130.0 0.19 49.8 20.60 15.61 18.17 7 4.0
17.124 585.8 35.54 5436.7 .822 94.1 67.4 4'711 100.0 0.19 49.8 20.60 15.54 18.30 7 5.0

17.119 585.7 35.54 506.5 .822 94.1 67.1 477 i00.0 0.19 49.8 20.f_ 15.54. 18.32 7 6.0
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eft

Table 6.69 Effect of S¢ and Sb at xoo = 0.I ms, no BSF, XL < I00 _ Ovl = 2

lq Iq los Iq los

v., J= V_ ff C_ _ t_ Xc Xr Xb I_ Ds 131.Sf Sb

20.280 63"7.3 36.89 574.8 .836 99.2 20.6 243 74.3 0.10 O. 18.09 16.44 O. 0 O.

20.255 656.2 36.91 Y73.8 .836 99.1 20.1 239 76.3 0.10 O. 18.04 16.45 O. 0 1.0

20.055 650.4 36.90 568.6 .836 98.$ 17.0 216 85.6 0.10 O. 18.03 16.54 O. 0 2.0

19.160 638.7 39.97 55"7.7 .834 95.3 11.2 166 100.0 0.10 0. 1&18 16.75 O. 0 3.0

18.015 628.6 34.55 547.2 .g29 91.$ 7.3 125 100.0 9-10 O. 17.85 16.95 0. 0 4.0

17.660 636.2 33.33 555.2 .833 118.3 5.0 96 100.0 0.11 O. 18.67 17.12 O. 0 5.0

17.627 636.1 33.28 555.1 .833 88.1 5.0 94j 100.0 0.12 0. 18.63 17.13 O. 0 6.0

20.277 656.4 36.94 573.9 .836 99.2 20.7 244 76.8 0.10 0. 18.27 16.43 O. 1 O.

20.252 656.3 36.90 573.9 .8"36 99.1 20.0 239 75.6 0.10 O.

20.051 652.1 36.78 570.3 .836 98.6 16.3 211 78.9 0.10 O.

19.148 639.0 35.93 558.0 .834 95.4 11.0 164 95.1 0.10 0.

17.955 635.3 33.93 554.4 .833 89.9 6.2 112 1(30.0 0.10 O.

17.659 636.1 33.33 555.1 .833 88.3 5.1 97 !(30.0 0.10 O.

17.626 636.2 33.26 555.2 .833 _8.1 4.9 95 100.0 0.10 O.

20.256 654.7 37.01 572.4 .8"36 99.2 21.3 248 79.8 0.10 O.

20.232 654.6 36.97 572.3 .836 99.1 20.4 242 78.9 0.10 O.

20.035 650.7 36.83 569.0 .136 98.6 16.7 214 81.8 0.10 O.

19.143 638.4 35.96 55"7.4 .8"34 95.4 11.2 166 97.1 0.10 O.

17.946 635.5 33.90 554.6 .833 89.8 6.1 110 100.0 0.10 O.

17.6,50 635.5 33.35 554.6 .$33 88.3 5.2 98 100.0 0.10 O.

17.617 635.6 33.28 554.6 .833 88.2 5.1 97 100.0 0.10 O.

20.141 647.6 37.25 565.6 .835 99.0 23.3 262 93.3 0.10 O.

20.120 646.9 37.26 565.5 .835 99.0 23.0 260 94.6 0.10 O.

19.940 643.3 37.14 561.9 .835 98.4 19.6 236 100.0 0.10 O.

19.081 635.6 36.02 554.8 .833 95.4 11.8 171 !00.0 0.I0 O.

17.887 632.7 33.95 552.0 .833 89.9 6.4 114 100.0 0.10 O.

17.590 633.6 33.34 552.8 .833 88.3 5.1 98 100.0 O. lO O.

17.557 633.7 33.28 552.9 .833 88.1 5.0 96 100.0 0.10 O.

19.679 632.2 37.40 551.0 .832 9@.I 28.9 297 I00.0 0.I0 0.

19.661 631.9 37.38 550.9 .832 9@.0 28.2 293 I00.0 0.I0 0.

19.512 630.1 37.21 549.4 .832 98.5 23.4 262 I00.0 0.I0 O.

18.744 623.9 36.14 543.6 .831 95.7 14.1 192 I00.0 0.I0 O.

17.578 621.4 34.06 541.2 .831 90.2 7.5 128 100.0 0.I0 O.

17.273 622.3 33.42 542.0 .831 88.5 5.9 108 I00.0 0.I0 O. 19.80 17.05 O. 4 5.0

17.238 622.4 33.34 542.1 .831 88.3 5.8 106 100.0 0.10 O. 19.80 17.06 O. 4 6.0

18.589 603.2 37.28 523.4 .827 98.8 39.9 357 100.0 0. I0 O. 20.37 16.03 O. 5 O.

18.577 603.1 37.26 523.4 .827 98.7 39.0 353 I00.0 0.I0 O. 20.37 16.05 0. 5 1.0

18.473 602.1 37.12 522.5 .827 98.3 33.3 322 100.0 0.10 O. 20.37 16.15 O. 5 2.0

17.861 597.9 36.17 518.8 .826 95.8 21.0 246 100.0 0.10 O. 20.36 16.43 O. 5 3.0

16.751 595.8 34.06 516.8 .825 90.2 11.1 165 I00.0 0.I0 0. 20.35 16.75 O. 5 4.0

16.424 596.5 33.35 517.4 .825 88.3 8.5 138 100.0 0.10 O. 20.35 16.88 O. 5 5.0

16.387 596.6 33.27 517.5 .826 88.1 &l 134 I00.0 0.I0 O. 20.34 16.90 O. 5 6.0

17.631 588.1 36.41 509.0 ._23 96.4 43.7 376 100.0 0.15 O. 20.60 15.96 O. 6 O.

17.622 588.0 36.40 509.0 .823 96.4 42.6 371 I00.0 0.15 O. 20.60 15.98 O. 6 1.0

17.537 586.7 36.31 507.9 .823 96.2 37.8 347 I00.0 0.14 O. 20.60 16.07 O. 6 2.0

17.003 580.9 35.60 502.5 .822 94.3 26.0 279 I00.0 0.12 O. 20.60 16.31 O. 6 3.0

15.944 $'17.0 33.64 498.9 .821 89.1 14.3 194 I00.0 0.I0 0. 20.60 16.63 0. 6 4.0

15.611 $79.3 32.79 501.0 .lr22 86.9 10.2 156 I00.0 0.II 0. 20.60 16.79 0. 6 5.0

15-570 578.2 32.78 499.9 .821 86.8 9.6 150 I00.0 0.I0 0. 20.60 16.82 0. 6 6.0

17.438 589.9 35.89 510.7 .824 95.1 42.9 372 I00.0 0.20 O. 20.60 15.98 O. 7 O.

17.428 589.7 35.88 510.5 .824 95.0 42.3 369 I00.0 0.20 O. 20.60 15.99 O. 7 1.0

18.18 16.45 O. I 1.0

18.15 16.56 O. I 2.0

18.49 16.76 O. I 3.0

18.64 17.03 0. 1 4.0

18.72 17.12 0. 1 5.0

18.71 17.13 (3. l 6.0

18.64 16.42 0. 2 0.

18.63 16.44 O. 2 1.0

18.62 16.55 0. 2 2.0

18.72 16.75 O. 2 3.0

18.68 17.04 O. 2 4.0

18.71 17.11 0.. 2 5.0

18.71 17.12 O. 2 6.0

19.2.5 16.37 O. 3 O.

19.26 16.38 O. 3 1.0

19.27 16.46 O. 3 2.0

19.27 16.72 0. 3 3.0

19.27 17.01 (3. 3 4.0

19.26 17.11 {3. 3 5.0

19.25 17.12 O. 3 6.0

19.84 16.24 O. 4 0.

19.83 16.26 0. 4 1.0

19.84 16.37 O. 4 2.0

19.84 16.64 O. 4 3.0

19.80 16.94 0. 4 4.0
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lot Iq 1o| Iq log

eft v= J. V=p ff C=r _ I_ Xc Xr Xb Do 131 DL St Sb

17.342 588.5 35.78 509.6 .824 94.8 37.1 343 100.0 0.19 O. 20.60 16.08 O. 7 2.0

16.803 583.5 35.00 505.0 .823 92.7 24.8 272 100.0 0.17 O. 20.60 16.33 O. 7 3.0

15.741 5"79.0 33.08 500.8 .822 87.6 13.7 189 100.0 0.14 O. 20.60 16.65 O. 7 4.0

15.411 581.3 32.25 502.9 .822 85.4 9.8 152 100.0 0.15 O. 20.60 16.81 O. 7 5.0

15.373 5gt.5 32.16 503.1 .822 85.2 9.4 148 100.0 0.15 O. 20.60 16.84 O. 7 6.0
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Table 6.70 Effect of St and Sb at _eo = 0.05 ms, XL < 100 IJxn, Opt = 2

Io6 lot loll tOll Io|

eft Ve, J= V=p ff C.ta *m L_ XL Xf Xb De De DL St Sb

19.546 644.8 36.35 562.9 .8_ 99.1 !1.2 181 58.0 0.10 0.2 18.07 16.39 17.10 0 O.

19.542 644.5 36.36 562.6 .834 99.0 11.2 tS1 58.5 0.10 0.2 18.02 16.39 17.55 0 1.0

19.521 643.1 36.41 561.3 .834 99.0 112 184 60.5 0.10 0.2 l&O0 16.37 I&43 0 2.0

19.429 637.1 36.62 _5.6 .833 98.8 13.1 198 69.7 0.10 0.2 18.01 16.30 19.23 0 3.0

18.994 622.2 36.78 541.4 .830 97.4 21.7 265 1(20.0 0.10 50.0 17.95 15.97 l&lO 0 4.0

18.951 622.8 36.66 541.9 .!130 97.1 21.1 261 100.0 0.10 50.0 1&23 15.99 1&32 0 5.0

18.947 622.9 36.65 542.0 .IDO 97.1 21.1 261 1(20.0 0.10 50.0 17.85 15.99 1&36 0 6.0

19.536 640.4 36.61 558.8 .833 98.9 !1.8 186 68.8 0.10 0.2 l&20 16.36 17.10 1 O.

19.534 640.8 36.58 559.1 .833 98.9 11.8 186 67.6 0.10 0.2 l&14 16.36 17.$7 1 1.0

19.513 638.9 36.66 557.3 .833 98.9 122 193 70.9 0.10 0.2 18.13 16.33 18.45 1 2.0

19.412 631.9 36.93 550.7 .832 98.5 13.9 205 87.1 0.I0 0.2 l&12 16.26 19.24 1 3.0

18.992 622.3 36.78 541.4 .830 97.4 21.6 264 100.0 0.10 50.0 1&47 15.97 18.13 1 4.0

18.951 622.8 36.66 541.9 .830 97.1 21.2 261 100.0 0.10 50.0 17.97 15.99 18.33 1 5.0

18.946 622.9 36.65 542.0 .830 97.1 21.1 261 100.0 0.10 50.0 l&21 15.99 18.37 1 6.0

19.520 638.8 36.68 557.2 .833 98.8 12.4 191 71.8 0.10 0.2 18.50 16.33 16.97 2 O.

19.518 639.1 36.66 557.5 .833 98.8 12.2 190 70.9 0.10 0.2 18.$2 16.34 17.54 2 1.0

19.497 637.7 36.71 556.2 .833 98.8 12.4 191 73.8 0.10 0.2 1&54 16.33 18.42 2 2-0

19.400 631.1 36.96 549.9 .$32 98.5 14.1 2ff7 89.1 0.10 0.2 18.52 16.26 19.22 2 3.0

18.986 622.0 36.78 541.1 .830 97.4 21.7 265 100.0 0.10 50.0 18.49 15.97 18.11 2 4.0

18.944 622.6 36.66 541.7 .830 97.1 21.2 261 100.0 0.10 50.0 18.51 15.98 18.34 2 5.0

18.940 622.6 36.65 541.8 .830 97.1 21.1 261 100.0 0.I0 50.0 18.48 15.99 18.36 2 6.0

19.433 632.7 36.92 551.4 .832 98.6 13.3 200 84.6 0.10 0.2 19.18 16.29 17.28 3 O.

19.429 632.2 36.94 550.9 .832 98.6 13.6 203 85.6 0.10 0.2 19.19 16.28 17.58 3 1.0

19.411 631.4 36.96 550.2 .832 98.5 13.6 203 87.9 0.10 0.2 19.17 16.28 18.48 3 2-0

19.330 627.0 37.10 546.0 .831 98.3 14.9 213 99.1 0.10 0.2 19.20 16.22 19.24 3 3.0

18.947 620.6 36.80 539.8 .830 97.5 22.2 268 100.0 0.10 50.0 19.20 15.95 18.I0 3 4.0

18.904 621.2 36.68 540.4 .830 97.1 21.6 264 100.0 0.10 50.0 19.20 15.97 18.33 3 5.0

18.899 621.3 36.66 540.5 .830 97.1 21.5 264 100.0 0.10 50.0 19.20 15.97 18.35 3 6.0

19.127 620.0 37.18 539.4 .830 98.5 16.1 224 1(30.0 0.10 0.5 19.82 16.17 16.54 4 O.

19.124 620.1 37.17 539.5 .830 98.5 15.9 222 100.0 0.10 0.2 19.82 16.18 17.52 4 1.0

19.115 619.9 37.17 539.3 .830 98.4 16.0 222 lO0.O O.lO 0.2 19.82 16.18 18.60 4 2.0

19.069 618.7 37.16 538.2 .829 98.4 16.5 227 100.0 0.10 0.2 19.81 16.16 19.26 4 3.0

18.736 613.8 3_85 533.3 .828 97.6 24.3 282 100.0 0.10 50.0 19.82 15.88 18.05 4 4.0

18.689 614.3 36.73 533.9 .828 97.3 23.7 279 100.0 0.10 50.0 19.82 15.90 18.30 4 5.0

18.685 614.3 36.71 533.9 .828 97.3 23.7 278 I00.0 0.10 50.0 19.81 15.90 18.32 4 6.0

18.387 598.3 37.23 518.8 .825 98.6 26.3 295 100.0 0.10 50.0 20.37 15.80 16.80 5 O.

18.297 597.8 37.09 518.3 .825 98.2 20.6 257 100.0 0.10 0.2 20.38 16.01 18.19 5 1.0

18.293 597.7 37.09 518.2 .825 98.2 20.7 2.58 100.0 0.10 0.2 20.37 16.00 18.43 5 2-0

18.269 597.2 37.08 517.6 .825 98.2 21.2 261 100.0 0.10 0.2 20.36 15.98 19.25 5 3.0

18.080 593.7 36.95 514.2 .824 97.9 26.2 294 100.0 0.10 21.8 20.38 15.81 18.49 5 4.0

17.980 594.6 36.68 515.1 .824 97.1 29.4 314 100.0 0.10 49.9 20.38 15.70 18.21 5 5.0

17.974 594.6 36.66 515.1 .824 .97.1 29.4 314 100.0 0.10 50.0 20.38 15.70 18.24 5 6.0

17.427 583.3 36.35 504.4 .822 96.3 23.1 274 100.0 0.14 0.2 20.60 15.92 17.10 6 0.

17.427 583.1 36.36 504.2 .822 96.3 23.1 275 I{30.0 0.14 0.2 20.60 15.92 17.56 6 1.0

17.424 583.1 36.35 504.2 .822 96.3 23.1 274 100.0 0.14 0.2 20.60 15.92 18.40 6 2.0

17.408 581.8 36.41 502.9 .822 96.4 24.0 280 100.0 0.13 0.2 20.60 15.88 19.34 6 3.0

17.252 579.4 36.27 500.5 .821 96.1 30.1 318 100.0 0.13 31.0 20.60 15.67 18.18 6 4.0

17.155 5"79.4 36.06 500.6 .821 95.5 32.5 331 100.0 0.13 49.9 20.60 15.58 18.15 6 5.0

17.150 579.4 36.05 500.6 .821 95.5 32.4 331 I00.0 0.13 49.6 20.60 15.58 18.19 6 6.0

17.226 584.8 35.81 505.9 .822 94.9 22.8 272 100.0 0.19 0.2 20.60 15.93 17.11 7 O.

17.225 584.5 35.83 505.6 .822 94.9 22.9 273 100.0 0.18 0.2 20.60 15.93 18.26 7 1.0
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lee let tos _ lee

eft V,= Jw V_ ff C_ _ 14 XL Xf X, Do DIs DI. S_ Sb

17.222 584.7 35.82 505.7 .822 94.9 23.0 274, 100.0 0.18 0.2 20.60 15.92 18.43 7 2.0

17.205 584.2 35.81 505.3 .822 94.9 23.5 277 100.0 0.18 0.2 20.60 15.90 19.26 7 3.0

17.008 580.5 35.67 501.6 .821 94.5 32.8 333 100.0 0.17 49.9 20.60 15.57 17.84 7 4.0

16.948 580.3 35.56 501.4 .821 94.2 32.3 330 100.0 0.17 50.0 20.60 15.59 l&16 7 5.0

16.943 580.9 35.51 502.0 .821 94.0 32.2 330 I00.0 0.17 50.0 20.60 15.59 18.19 7 6.0

17.205 584.8 35.77 505.9 .822 94.8 22.7 272 100.0 0.19 0.2 20.60 15.93 17.10 8 0.

17.204 584.9 35.76 506.0 .822 94.7 22.7 271 100.0 0.19 0.2 20.60 15.93 18.32 8 1.0

17.202 $84.3 35.80 505.4 .822 94.8 23.0 274 100.0 0.18 0.2 20.60 15.92 18.38 8 2.0

17.184 584.5 35.75 505.6 .822 94.7 23.4 276 100.0 0.19 0.2 20.60 15.91 19.26 8 3.0

16.986 580.'/ 35.61 501.8 .t21 94.3 32.7 333 100.0 0.18 50.0 20.60 15.57 17.84 8 4.0

16.927 580.6 3_.49 501.7 .8'2.T. _c: 32.2 330 lO0.O 0.17 50.0 20.60 15.59 18.16 8 5.0

16.921 581.0 35.45 502.2 .821 93.9 32.2 330 100.0 0.18 50.0 20.60 15.60 18.19 8 6.0
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Appendix C User's Manual

This appendix contains a user's manual for the code used in this work. The

optimization code developed in this work is covered in detail, as is the information

necessary to use the code with SCAP1D. Only those aspects of SCAP1D that
were modified in this work are described in detail for the user. Those not familiar

with the inputs to $CAP1D should check JPL publication #85-46 ?. The number-

ing of sections, figures, and tables in this appendix is independent of the previous
sections.

)DOE/JPL-1012-107, A.R. Mokashi, T. Daud, and R.M. Kachare, "High-EfficiencySilicon

SolarCellDesign Evaluationand SensitivityAnalysis"
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C.1 Problem Definition

The code described in thismanual isa nonlinear optimization code which was

developed for the applicationof optimizing an output of a computer simulation

with respect to the inputs. The computer simulation is a user supplied program

which models a physical phenomenon or device. For example, the optimization

code has been coupled with a one dimensional model of a siliconsolar cell to

optimize celldesign. The code isnot completely general in terms of constraints,as

itis not anticipatedthatthe inputsto a model will be heavily constrained.

The code is particularlyeffectivefor applicationswhere the number of deci-

sion variables(dimension of x) is small and the objective function,f,isdifficultto

calculate(i.e.,requiresa nontrivialamount of CPU time). The code operates very

reliablywhen using numerical approximations to the gradient (which must be used

when optimizing a simulation). The code may also bc used for optimizations in

which a closed form expression for the objcctiveand/or the gradient exist.

The code solves ",hefollowing problem t:

minimize f ( x )

][

lb < x < ub

Ax<b

x is an n dimensional vector of variables over which the function f will be

minimized,

x = [ x 1, x 2, ..., x u ]

The vector lb represents the lower bounds for each of the components of x,

t Scalar quantifies are represented by non-bold type (e.g., 0_), vectors by lower case bold type

(e.g., X), a particular component of a vector by the vector symbol in normal type and a sub-
script denoting the component (e.g., x I = first component of vector X), a sequence of vectors
by x 0, x 1..... and matrices by upper ease bold type (e.g., H).
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lb = [ Ibm,lb2, ..., ]

The vector ub represents the upper bounds for each of the components of x,

ub = [ ubl, ub:, ..., ubn ]

Any, or all, of the components of the vectors lb or ub may be undefined (i.e., there

need not be upper and/or lower bounds on the components of x).

The mafrix A and the right hand side vector b are used to enforce linear ine-

quality constraints involving the decision vector, x. The code was not designed to

handle large numbers of linear inequality constraints. Other methods may be

coded that will solve optimization problems with large numbers of Linear con-

stralnts more efficiently. Linear equality constraints should not be included in the

problem. It is more efficient to elinfinate linear equalities (see examples), which

reduces the dimension of the problem. The code does not include logic to deter-

mine a feasible solution when starting from an infeasible starting point. Therefore,

the user must be able to provide an initial estimate of the optimal solution which is

feasible (satisfies all the constraints). The code is not designed to solve problems

that include nonlinear constraints.

A maximization is simply a minimization of the negative of the objective

function (e.g., maximize fix) is equivalent to minimize -f(x) ).

It is up to the user to provide subroutines to calculate the objective function

(f), the gradient of the objective function with respect to the decision variables

(optional), and a routine to initialize the problem (may not be necessary).

Another special adaptation of the code for use with computer simulations is

the implementation of a two level optimization structure (see section C.5 for

details).

The objective function is assumed to be reasonably smooth (e.g., continuous)

and differentiable. The optimization code can only solve for a local minimum,

which may or may not be the global minimum. Given certain conditions on the

objective function (pseudo-convexity) a local minimum is a global minimum.

However, such conditions are usually very difficult to establish for a general objec-

tive function. No techniques exist that can guarantee finding the global minimum

of a general nonlinear objective function.
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O

C.2 Method of Solution

Figure C.1 shows an overview of the algorithm used. The n-dimensional

problem is solved by solving a series of one dimensional subproblems. The gra-
dient is used to determine a favorable direction of search and then a one-

dimensional optimization is carried out along that direction. The code iterates until

one of the user specified convergence criteria is satisfied, at which point the n-

dimensional problem is considered solved. The basic components of the algorithm

are 1) initialization, 2) the calculation of the gradient, 3) definition of the search

direction, 4) enforcing the constraints, 5) solution of the one dimensional subprob-

lem, and 6) test for convergence. The paragraphs below describe each of these

components in more detail and outline the steps of the algorithm.

(1) Set k=0, given xk calculate fk __.f(xk).

(2)

(3)

(3a)

The user must supply the initial estimate of the optimal value of the decision
vector (x°). The user also supplies the subroutine which, given the value xk,

calculates the value of the objective function (tt = f(x k) ). The user may sup-

ply a subroutine to accomplish any activities that are unique to the problem

being solved that should be done before the objective function can be

evaluated (e.g., reading in data required for the objective function, echoing the

input data file, etc.)

Calculate gk = Vf(xk).

The user may supply closed form expressions for any or all of the com-

ponents of the gradient in a subroutine. If it is not possible to derive the

expressions for any component of the gradient, that component will be

approximated numerically by the code.

If k=0, then do = .gO. Else, calculate the search direction using either:

Fletcher-Reeves conjugate gradient algorithm ?

dk=_gk+ dk-1 = gk

(3b) quasi-Newton algorithm

dk = _H k gk Where Hk is calculated by one of the formulas below.

[ 't Hk-1' ] 88t [8 ,t Hk-I + Hk-1, _'t1Hk = Hk-1 + I+ StY 8t Y yty

tg isa nxl vector,whereasgtdenotesthetransposeor a Ixn vector.

product(theresultofwhich isa scalarquantity).

BFGS

Hence gt g is an inner
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Calculate the objective associated with the initial values of

decision variables (xk, k=O)

J

Calculate the numerical approximation of the gradient (gk) at xk.

Update Hessian approximationand calculatethe search direction.

dk = H k gk (assumes quasi-Newton method in use)

Enforce the constraints to insurc feasibility.

Solve the one dimensional subproblem:

minimize f( xk + _ d k )

0 < _ _;a_m,

Set xk+l -- xk + C_" d k

1
YES

n-dimensional problem converged?

k=k+l

I
FigureC.1

" DONE

Overview of Optimization Algorithm
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8 8 t Hk_1 y y t Hk_l
H k _- Hk-1 +

yyt yt Hk_1 y

H k = (l--a) HDk_ + a HBkms

where _--x k-x k-I ,and _-gk-gk-1

DFP

Broyden

The user may use any of thc above formulas to calculate the search direction.

The quasi-Newton methods use the quasi-Newton condition to develop an

approximation of the inverse Hessian (the matrix of second partial derivatives)

of the objective function. Several different formulas (DFP, BFGS, Broydcn)

for updating the inverse Hessian approximation arc in the code. Quasi-

Newton methods can be proven to converge to the optimal solution of a qua-

dratic function in n (where n is the dimension of the problem) iterations if

exact line searebes are implemented. Since most functions can be approxi-

mated locally by a quadratic function, these methods exhibit good conver-

gence properties on general functions (superior to always moving in the direc-

tion of steepest descent d k = .gk).

(4) Enforce the constraints to insure the direction d k is a feasible direction, and

calculate the maximum step size area x (may be infinite) along the search

direction for which the decision variables remain feasible (constraints are

satisfied).

(5) Solve the one dimensional subproblem.

minimize f( xk + a dk )

0 _ a ._.m

The n-dimensional optimization is solved by itcrativclysolving the one

dimensional subproblcm. The one dimensional algorithm in the code uses

successive polynomial approximations based on the information known about

the function along the line (directionalderivative and function values). As

implemented in the code, the one dimensional minimization is an inexact

algorithm. No attempt is made to solve the one dimensional problem to an e

tolerance (i.e.,to within e toleranceof the truc optimal value of a), as thisis

not necessary to solve the n-dimensional problcm. The one dimcnsional

minimization is an iterativeprocedure, and the user defines the values of the

convergence criterion.

(6) Test for convergence of the n-dimensional problem. Tests arc based on the

magnitude of the gradient,the magnitude of the change in the objectivefunc-

tion,and the magnitude of the changc in the vcctor x.
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(6a) If {gk{< Et_RAD t, done.

(6b) If if k - fk-l { < EPFUN for NSTOP consecutive iterations, done.

(6c) If ixik - xik-{ { < EPX i=l,n for NSTOP consecutive iterations, done.

(6d) If none of the above holds increment iteration counter, kfk+l.

(6e) If k > ITMAX, limit on iterations reached, halt execution.

(6f) Else, return to step 2 for another iteration.

The result of the program is a sequvnce of vectors x °, x 1, ..., xk which

approaches a local n_nimum x ° and a sequence of function values f0, fl, ..., fk

which approaches the value of the objectivefunction at the local minimum,
ie = f(x*).

tCapitalizedvariablesreferW program inputs,which aredescribedinthenextsection.
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C.3 Description of Inputs

The inputs to the code are described below in the order that they appear in the

input file. Where appropriate, a value is suggested for each input. Several input

options are provided to tailor the code for the more specialized purpose of optimiz-

ing the output of a simulation program with respect to the inputs.

NDIM The dimension of the problem, which is the dimension of the decision

vector x = [x 1, x2, ... ,XNDIM].

ILOOP Always set equal to one (unless using two level optimization).

IPRINT Print flag for the main iteration loop of the code (suggested value is 1).

=0 No output from the main iteration loop of the code. Useful only for

two level optimization when no output is desired from the inner loop.

=1 Only the initial and final points of the optimization are output along

with a summary of the run statistics (e.g., # of iterations, # of func-
tion calls, etc.)

=2 Information is output at each iteration (e.g., xk, gk, fk, etc.)

--3 Highest level of output, details the optimization run.

IPR Output flag for the one dimensional subproblem. Note, the one dimen-

sional problem is solved at each main loop iteration (k=0,1,2,...). (sug-

gested value is 0).

=0 No output from the one dimensional subproblem.

--1 Summary of the one dimensional subproblem including # of function

evaluations, best step size, etc.

=2 Output each step size and associated function value made along the
line of search.

INTLIM # _ 0) of successful polynomial interpolations before the one dimen-

sional subproblem is considered to have converged (suggested value =

2).

KFAIL # (>_0) of unsuccessful polynomial interpolations before the one dimen-

sional subproblem is considered to have converged (suggested value =

1).

BIGSTP Specialized input useful when optimization code is used with numerical

simulations. BIGSTP should represent a significant change in the mag-

nitude of the decision vector (Ixl). Not a critical input for less special-

ized use, but should be interpreted in the same manner (suggested value

is 1.0).
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NPROB Inputused foruserdocumentation purposes to labeldifferentproblems.

IFORM Flag which denotes the method used to calculatethe search direction

(suggestedvalue is 1, unless value of NDIM is so large that array

storageisa problem, in which case conjugategradientalgorithmshould

bc used because it requires less storage).

= 1 Quasi-Newton method will be used.

=2 Self-scaling quasi-Newton method will be used.

=3 Conjugate gradient method will be used.

FORMLA If quasi-Newton calculation of the search direction is chosen (IFORM
= 1 or 2), this input determines which formula will be used to update the

approximation of the inverse Hessian (suggested value is 1.0).

=0.0 Davidon-Fletcher-Powctl (DFP)

=1.0 Broyden-Fletcher-Goldfarb-Shanno(BFGS)

=a Any other value resultsin the appropriateBroyden family member,
which isa linearcombination of the DFP and BFGS formulas.

Flag denotes whether any of the decisionvariableshas upper or lower

bounds (=1 therearebounds, =0 no bounds).

ICONST Flag which denotes whether or not the problem has linearconstraints

(=I thereare linearconstraints,---0no linearconstraints).

N'ROWS # of linearconstraints(rows in matrix A). Ignored ifICONST = 0.

NCOLS # of components of thedecisionvectorinvolved in the linearconstraints

(columns in matrixA). Ignored ifICONST = 0.

ISCALE Flag to determine if the decisionvariablesare to be prcscalcd (=0 no

prescaling,=I prescaled).

rrMAX Maximum # of iterationsto be executed. If the code reaches thislimit,

itwillhaltand outputthebestpointto date (suggestedvalue is 100).

IRSTRT Number of times the code should restartthe directionfindingalgorithm

if the convergence is sensed on the change in the magnitude of the

objectivefunctionor the decisionvector(suggestedvalue is 0). Note, a

positiveinput should be suppliedhere only if the user wishes to solve

the problem very accuratelyand is not particularlyconcerned with the

number of iterations(computationaleffort)required.

NSTOP The number of consecutive iterationsthat a lack of progress in the

objectivefunction(as measured by EPFUN) or the decision vector (as

measured by El'X) before the problem is considered to have converged

(suggestedvalue is3).

EPGRAD The magnitude of the gradientthatwitlimply convergence. For analyti-

cal expressionsof the gradient the suggested value is 10-4. When

IBOND

G

G
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EPFUNC

EPX

INUM

--1

=2

ISAVE

=0

=1

OFFDIF

IPARSH

closed form expressions for the gradient are not supplied by the user,

the criterion should be considerably tighter, due to the inaccuracies

inherent when numerically approximating the gradient. The suggested

value is 10 "s and possibly smaller if the objective function is calculated

by a complex simulation (a very small value forces one of the other

convergence criterion to be satisfied).

If the objective value changes by less than EPFUNC (in absolute magni-

tude or percent difference) for NSTOP consecutive iterations the prob-

lem is considered to have converged (if IRSTRT is non-zero this must

occur IRSTRT times). This input depends on the accuracy desired by

the user; 10 --4 is a reasonable value for most problems.

If each component of the decision vector changes by less than EPX (in

absolute magnitude or percent difference) for NSTOP consecutive itera-

tions, the problem is considered to have converged (if IRSTRT is non-
zero this must occur IRSTRT times). 10 --6 is a reasonable value for

most problems. But, for use with simulations EPX should be set equal

to OFFDIF, both of which should represent the accuracy desired in the

decision variables.

Flag denotes whether or not it will be necessary to numerically approxi-

mate any components of the gradient.

User has supplied expressions for all the components of the gradient
in the subroutine GRADNT.

User has not supplied expressions for all the components of the gra-

dient in the subroutine GRADNT, so that it will be necessary to

numerically calculate some or all of the components of the gradient.

Option that is best suited for use when the objective function is calcu-

lated by a simulation and/or requires considerable computational effort.

For standard use suggested value is 0.

Follows standard methods of calculating the gradient.

Attempts to save one objective evaluation when calculating the

numerical gradient by making use of information along the line of

search.

Percentage offset for the numerical approximation of the derivative. For

standard use, the suggested value is 0.0001. For more complex objec-

tive functions (outputs of simulation), the value must reflect the accu-

racy that can be attained in the decision variables, generally 0.001

(0.1%) or less.

Used only if INUM # 1. N vector of inputs that represents the manner

in which each component of the gradient should be calculated. A value

is entered for each of the NDIM components. Suggested values are 1 if
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an analytic expression is available for the particular component, or 2 if

no analytic expression is supplied. Forward differences (2) converts to
modifi_ central differences if the algorithm gets stuck (line search in

the dip_tion of steepest descent does not improve the objective func-
tion), so that the use of forward differences is very reliable.

= 1 Use expression in subroutine GRADNT.

=2 Use the forward difference formula.

=3 Use the modified central difference formula.

=4 Use central diffcr_ce, but take second function evaluation only if

first offset does not improve the objective value.

=5 Use forward differencesuntila lack of progressissensed in eitherthe

objectivefunction or decision variables then switches to central
differences.

X N vectorused to read in the initialestimateof the solution.

[BOUND Ignored if[BOND = 0. Else,an NDIM vector used to denote ifupper

and/orlower bounds arc in use foreach component of the decisionvec-

tor.

= 1 Only lower bound isin use.

=2 Only upper bound isin use.

=3 Upper bound and lower bound arein use.

=4 Variableisfree,no upper or lower bounds.

=5 Variableis fixed. The value of the variablewillnot be changed by

the optimization(e.g.,the variablewillnot take part in the optimiza-

tion).

LB Ignored unless[BOND = 1 and [BOUND(i) = 1 or 3. N vectorwhich
containsthe lower bound foreach of thedecisionvariables.

UB Ignored unless[BOND = 1 and [BOUND(i) = 2 or 3. N vector which

containsthe upper bound foreach of the decisionvariables.

XSCALE Ignored if ISCAI.,E = 0. N vector which representsprescalingto bc
done on each variable.

ICOL Ignored if ICONST = 0. Else, a NCOLS vector that denotes which

components of the decisionvector thatarc involved in the linearcon-
straints.

AMAT Ignored if ICONST = 0. Else,the matrix representingthe linearcon-

straintsenteredby row (e.g.,see sectionC.4.2).

BRHS Ignored ff ICONST = 0. The NROWS vector representingthe right
hand sideof the linearconstraints.
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ITYPE

--0

--I

--2

Ignored if ICONST = O. Else, an NROWS vector specifying the rela-
don to be enforcedforeachlinearconstraint.

Equality(--)isto be enforcedforthe linearconstraint.Linear equal-

ityconstraintsshould be removed by eliminationin order to reduce

thedimensionalityof theproblem and,hence,the computationaleffort

requiredto solve the problem (e.g.,see sectionsC.4.3 and C.4.4).

Also, inclusionof equalityconstraintsmay deterioratethe conver-

gence rateof thealgorithm.

The linearexpressionofthe variablesmust be greaterthanor equal to

(_)therighthand side.

The linearexpressionof the variablesmust be lessthan or equal to

(_)therighthand side.
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C.4 Example Inputs and Outputs

Several examples will be given to Rlustrate how the user starts from the prob-

lem definition given in the first section of this manual and prepares the files and
subroutines needed to solve the problem using the code. The first three examples

are standard functions, and the required input and resulting output are given. The

last example illustrates how the code is used with a simulation program and

presents some of the major concerns involved.

C.4.1 Example #I

minimize sin(xI + x2 ) + ( xI - x2 )2_ 1.5xI+ 2.5x2 + 1.0

XI_X2

-1.5 < x I < 4.0

-3.0 < x2 _ 3.0

The problem to be solved ismathematicallydescribedabove. The problem is

initiatedfrom the point x = [0,0]. The input filefor thisproblem is shown in

figureC.2, which issuppliedwith the manual as the fileinexl.d. The inputfileis

read using listdirectedread statements(format=*). Associated with each read

statementin the program isa comment linewhich describesthe input thatshould

be entered.The comment lineand atleastone inputlinemust appear,even though

some of thedata isoptional.As many linesas arc requiredcan be used ffthe data

is to be read (i.e.,more than one linemay be requiredto enter the initialpoint),

but exactlyone linemust be skipped afterthe comment lineifthe option isnot in

use (i.e.,the data isto be ignored). Upper and lower bounds are used (IBOND =

I),so thatthe datarequiredto read in the bound information(IBOUND, LB, and

UB) appears followingthecomment lines.Since scalingisnot used (ISCALE = 0)

and thereare no linearconstraints(ICONST = 0), no input need appear afterthe

associatedcomment lines,but one line must be skipped. The comment lines

clearlydisplaytheorganizationof the data RIe so thatthe user can alterexisting

datafrieswithouthaving to referback to a manual.

Figure C.3 shows the user suppliedsubroutines.Code thatis writtenby the

user for the particularproblernto be solved isshown in bold type. The remainder

of the subroutinesarc standardizedand should always appear as shown in figure

C.3. In thisexample, the user suppliedinitializationroutine,/N/TLZ, is used to

write the input fileto the outputfile(thishelps document the problem). The code

shown in figureC.3 issuppliedwith themanual in the module exl.f. The module

exl.f includestwo other shortroutines(describedlaterin thismanual) and addi-

tionalcomment linesto explainthe variablesthatare passed intothe routines.
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The output of the program isshown in figureC.4. Figure C.4 may be used

with the module exl.fand the inputfileinexl.dto verifycorrectinstallationof the

code. The convergence criterionon the magnitude of the gradientwas reached

after5 iterations(e.g.,k=4 in sectionC.2). Iflinearconstraintsare included,this

isreferredto as a K-T (Kuhn-Tucker)point. Only the magnitude of the gradient

thatcorrespondsto a feasibledirectionneed be lessthan the inputEPGRAD (e.g.,

see figureC.7). Sixteenobjectiveevaluationsand 6 evaluationsof the gradient

were requiredforconvergence to thepoint[-0.5471978,-1.547197],which has an

objectivefunctionequalto -1.913223.The inverseHessian isby definitiona sym-

metric matrix and is thereforestoredas a lower triangularmatrix to conserve

storage.

The variablesin thecallinglistofINITLZ arcdefinedbelow.

NDIM = dimensionof theproblem

fIN = devicenumber fortheinputfile

IOUT = devicenumber of theoutputfile

IOUT2 and IPR2 arcnot used inthisversionof theprogram

IPR/NT = flagforprintlevelof n-dimensionaloptimization

The subroutineFUNCTN is calledto calculatethe objectivefunction. The

variablesin thecallinglistof FUNCTN aredefinedbelow.

N = problem dimension

X = n vectorcontainingcurrentvaluesof thedecisionvariables

F = value of objective function (output)
ITER = iteration of the n-dimensional subroutine

IGRAD = component of gradient being solved for (if INUM=2), or 0 if in a line
search.

SDIREC = n vector containing the current search direction (if IGRAD --0)

NPROB = problem number

IOUT = device number of output file
IPRINT = flag for print level of n-<timcnsional optimization

The subroutine GRADNT is called to calculate the gradient. The variables in

the calling list of GRADNT arc defined below.

N = problem dimension

X = n vector containing current values of the decision variables
G = value of gradient (output)
ITER = iteration of the n-dimensional subroutine

NPROB = problem number

IGRAD = component of gradient being solved for (if INLrM=2).

All of the above definitions arc included in their respective routines as com-

ments (i.e., in exl.f), but were not printed in the examples to save space.
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NDIM II.£X3P IPRINT IPR
2 1 1 0

INTLIM KFAIL BIGSTP NPROB
2 1 1.0 1

IFORM PORMLA IBOND ICONST

I 1.0 I 0

ITMAX IRSTRT NSTOP EPGRAD

100 0 3 0.1E-03
INUM ISAVE OFFDIF

1 I 0.0001

NROWS NCOLS ISCALE

1 1 0
EPFUN EPX

0.1E-03 0.1E-05

IPARSH(NDIM) I=ANALYTIC 2,,FORWARD 3_CENTRAL 4-CENTRAL1 5,,AUTO F/C

(not in use)
X(NDIM) INITIAL VALUE FOR THE DECISION VECTOR
0.0 0.0

IBOUND(NDIM) 1=!_ ACTIVE 2_UB ACTIVE 3,,BOTH ACTIVE 4=FREE 5=FIXED
3 3

XI..B(NDIM) LOWER BOUNDS
-I.5 -3.0

XUB(NDIM) UPPER BOUNDS
4.0 3.0

XSCALE(ND1M) PRESCALING OF DECISION VARIABLES
(not in use)
ICOL(NCOL) COMPONENTS OF DECISION VECTOR INVOLVED IN LINEAR CONSTRAINTS

(aotin u_)
AMAT(NROWS,NCOL) LINEAR CONSTRAINT MATRIX

(not in use)
BRHS(NROWS) RIGHT HAND SIDE OF LINEAR CONSTRAINTS

(not in use)

ITYPE(NROWS) O=(EQUALITY) I,=(_) 2_(_,_

(not in use,) 0

figure C.2 The file inexl.d

O

G
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USER SUPPLIED SUBROUTINE TO INITIALIZE THE PROBLEM.C
C

C

C

SUBROUTINE INITLZ(NDIM,IIN,IOUT, IOUT2,IPR2,IPRINT)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)

CHARACTER*g0 IDUM
ECHO THE DATA FILE

REWIND IIN

DO $ I=1,1000
READ(flN,10,END=20) mUM
WRITE(IOUT,10) IDUM

10 FORMAT(Ag0)
$ CONTINUE

C

C DONE WRITING INPUT FILE TO OUTPUT, REALIGN INPUT FILE.
20 CONTINUE

REWIND 1TN

READ(TIN,*)
READ(I1N,*)
RETURN

END

C_

USER SUPPLIED SUBROUTINE TO EVALUATE THE FUNCTION.C

C

C

SUBROUTINE FUNCTN(N,X,F,ITER,IGRAD,SDIREC,NPROB,
1 IOUT,IPRINT)

IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DIMENSION X(N),SDIREC(N)

XI = X(I)
X2 = X(2)
F = DSIN(XI+X2) + (X1-X2)**2 - I.SD0*XI + 2.5"X2 +I.D0
RETURN

END

C_p_

USER SUPPLIED SUBROUTINE TO EVALUATE THE GRADIENTC

C

C

SUBROUTINE GRADNT(N,X,G,ITER,NPROB,IGRAD)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DIMENSION X(N),G(N)

XI ffi X(l)

X2 = X(2)
G(I) = DCOS(XI+X2) 4. 2.I)0*(XI-X2) - I.$D0

G(2) = DCOS(Xl+X2) - 2.D0*(X1-X2) + 2.$D0
RETURN
END

figure C.3 Part of the module exl.f
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'N DIM ILOOP IPRINT IPR

2 I I 0
INTLIM KFAIL BIGSTP NPROB

2 I 1.0 I
IFORM FORMLA IBOND ICONST NROWS

1 1.0 1 0 1
ITMAX IRSTRT NSTOP EPGRAD EPFUN

100 0 3 O.IE-03 0.1E-03
INUM ISAVE OFFDIF

1 I 0.0001

NCOLS ISCALE

I 0
EPX
0.1E-Q5

IPARSH(NDI]_4) I=ANALYTIC 2=FORWARD 3..CENTRAL 4-CENTRALI 5-AI.FFO F/C

(not in use)
X(ND/M) INITIAL VALUE FOR THE DECISION VECTOR
0.0 0.0

IBOUND(NDI_) I=L,B ACTIVE 2..UB ACTIVE 3..BOTH ACTIVE 4,=FRF.E S-FIXED

33

XL.B(NDIM) LOWER BOUNDS
-1.5 -3.0

XUB(NDIM) UPPER BOUNDS
4.0 3.0

XSCALE(ND[M) PRESCALING OF DECISION VARIABLES

(notinuse)

ICOI._COL) COMPONEI_S OF DECISION VECTOR INVOLVED IN LINEAR CONSTRAINTS

(not in ux)

AMAT(NROWS2qCOL) [./NEAR CONS'I'RA/NT MATRIX

(rim in use)
BRI-IS(NROWS) RIGHT HAND SIDE OF LINEAR CONSTRA/NTS

(notinuse)
ITYPE(NROWS) 0=(EQUALrrY) I.(_>) 2.(_<)

(notinuse)
PROBLEM # 1

EXECUTING THE BROYDEN FAMILY MEMBER
O.OOE÷O0 DFP + 1.0 BUGS

BEGIN ITERATION # 0

THE OBJ - 1.000000000
THE POINT IS =

0.00000(X)00_E+O0 0._E+flO

ISTOP= I CONVERGENCE ON MAGNITUDE OF DERIVATIVE SATISFIED. MAG< 0.1000000E-03

PROBLEM SUMMARY
m ITERATIONS = $ I_OBJ EVAL.q - 16 # GRAD EVA/..q = 6

# OF RESETS - 0 # FAILED INTRPS= 0
THE MINIMUM OBJECTIVE - -1.913223

OPTIMAL POl?Cr IS =

-0.5471978 -I__q47197
THE MAGNITUDE OFTHE GRADIENT AT THE MIN - 0.12602113E-05
THE GRADIENT AT MIN.

-0,92481E-06 0.8_07E-06
THE UPDATED ( 4)HESSIAN INVERSE (LOW TRIANG)

0.41309 0.16483 0.41345

ALL PROBLEMS HAVE BEEN COMPLETED

figure C.4 Output using exl.f and inexl.d

I
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C.4.2 Example #2

minimize X 1 -- X 2 -- x 3 -- x 1 x 3 + X 1 X 4 + X 2 x 3 -- X 2 X 4

-x l-2x 2 > -8.0

-4x l-x 2 2 -12.0

-3x l-4x 2 >_ -12.0

-2x 3-x 4 > -8.0

-x 3-2x4 > -8.0

--X3--X 4 -->--5.0

0 < Xi < 20 i=1,...,4

The problem to be solved is mathematically described above. The problem is

initiated from the point x = [0, 0, 0, 0]. The input file for this problem is shown in

figure C.5, which is supplied with the manual as the file inex2.d. This example

shows how linear constraints are input to the problem. The flag ICONST = 1 and

the appropriate inputs arc given for NCOL, NROWS, ICOL, AMAT, BRHS, and

ITYPE. Any variables that are involved in the linear inequality constraints must

have upper and lower bounds. If such bounds do not appear naturally in the for-

mulation of the problem, then extremely loose bounds which will not affect the

optimization should be specified for the variables.

Figure C.6 shows the user supplied subroutines. Code that is written by the

user for the particular problem to be solved is shown in bold type. The remainder

of the subroutines are standardized and should always appear as shown in figure

C.6. The code shown in figure C.6 is supplied with the manual in the module

ex2.f. The module exl.f includes two other short routines (described later in this

manual) and additional comment lines to explain the variables that are passed into

the routines. In this example, the data file is not written out to the output.

Although nothing is accomplished in the user supplied routine INITLZ it must still

be included when linking the programs. The subroutine FUNCTN is called to cal-

culate the objective function. The subroutine GRADNT is called to calculate the

gradient. The output of the program is shown in figure C.7. Figure C.7 may be

used with the module ex2.f and the input file inex2.d to verify correct installation
of the code.
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2 1 1.0
IFORM F-ORMLA IBOND

1 1.0 1
ITMAX IRSTRT NSTOP
100 0 3

INUM ISAVE OFFDIF

1 1 0.0001

NDIM ILOOP IPRINT IPR
4 1 1 0

INTLIM K/AIL BIGSTP NPROB
2

ICONST NROWS

1 6
EJ_RAD F_FUN

0.1E-O3 0.1E-03

NCOLS ISCALE
4 0

EPX
0.1E-05

IPARSH(NDIM) I=ANALYTIC 2=FORWARD 3-CENTRAL 4-CENTRALI 5=AUTO F/C

(not in use)
X(NDIM) INITIAL VALUE FOR THE DECISION VECTOR
0.0 0.0 0.0 0.0

IBOUND(NDIM) I=LB ACTIVE 2-UB ACTIVE 3=BOTH ACTIVE 4=FREE 5=FIXED
3333

XLB(NDIM) LOWER BOUNDS
0.0 0.0 0.0 0.0

XUB(NDIM) UPPER BOUNDS
20.0 20.0 20.0 20.0

XSCALE(NDIM) PRESCALING OF DECISION VARIABLES

(not in use)
ICOL(NCOL) COMPONENTS OF DECISION VECTOR INVOLVED IN UNEAR CONSTRAINTS
12 34

AMAT(NROWS,NCOL) lINEAR CONSTRAINT MATRIX
-1 -2 0 0

-I 00

-3 -400

0 0 -2 -1

0 0 -I -2
0 0 -1 -1

BRHS(NROWS) RIGHT HAND SIDE OF LINEAR CONSTRAINTS
-8.0 -12.0 -12.0 -8.0 -8.0 -5.0

ITYPE(NROWS) 0=(EQUALITY) I=_) 2-(_
1 1 1 1 1 1

@

figure C.5 The file inex2.d

I
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USER SUPPLIED SUBROUTINE TO INITIALIZE THE PROBLEM.C
C

C

SUBROUTINE INITLZ(NDIM,IIN,IOUT,IOUT2,1PR2,1PRINT)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)

RETURN
END

USER SUPPLIED SUBROUTINE TO EVALUATE THE FUNCTION.C

C

C

SUBROUTINE FUNCTN(N,X,F,ITER,IGRAD,SDIREC,NPROB,
I IOUT,IPRINT)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)

DIMENSION X(N),SDIREC(N)

F = X(1) - X(2) - X(3) -X(1)*X(3) + X(1)*X(4) + X(2)*X(3) - X(2)*X(4)
RETURN
END

CO,Z**

USER SUPPLIED SUBROUTINE TO EVALUATE THE GRADIENTC
C

C

SUBROUTINE GRADNT(N,X,G,ITER,NPROB,IGRAD)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DIMENSION X(N),G(N)

G(1) = 1 - X(3) + X(4)

G(2) = -1 + X(3). X(4)
G(3) = -1. X(1) + X(2)
G(4) = X(1) - X(2)
RETURN
END

figure C.6 Part of the module ex2.f
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PROBLEM # 2

EXECUTING THE BROYDEN FAMILY MEMBER
0.00E+00 DFP + 1.0 BFGS

BEGIN ITERATION # 0
THE OBJ = 0.0000000000E+O0

THE POINT IS =
O.00(XXX)(XX)_E+00 0.00000000000E+O0 0.00000000000E+O0

ISTOP= I K-T POINT, IKT= 2

O.O0000000000E+O0

PROBLEM SUMMARY

# ITERATIONS =

#OF RESETS = 4 # FAILED INTRPS= 0

THE MINIMUM OBJECTIVE = -15.00000

THE OPTIMAL POINT IS =

0.0000000E+00 3.000000 0.0000000E+00 4.000000
THE MAGNITUDE OF THE GRADIENT AT THE MIN =

THE GRADIENT AT MIN =
5.0000 -5.0000 2.0000 -3.0000

THE UPDATED ( 0) HESSIAN INVERSE (LOW TRIANG)
1.0000 0.00000E+00 0.00000E+00 0.00000E+00

0.00000E+00 1.0000 0.O0000E+O0 1.0000

ALL PROBLEMS HAVE BEEN COMPLETED

5 #OBJEVALS= 13 #GRADEVALS= 6

7.9372539

1.0000 O.O0000E+O0

figure C.7 Output using ex2.f and inex2.d
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C.4.3 Example #3

minimize ( x 1 -- 1 )2 + ( x2 _ x3 )2 + ( X4 -- X5 )2

x

Xl + X2 + X3 + X4 + X5 --5-- 0

x3- 2 (x4+ x5)+3= 0

The problem to be solved ismathematically described above. The problem is

initiatedfrom the point x = [3, 5, -3,2, -2] The linearequality constraintscan be

used to eliminate two of the variablesfrom the problem. In thisexample, xx and

x3 may be eliminated by the equations:

x 1 ----x 2-x 3-x 4-x 5 +5

x 3 = 2 (x4 + xS)- 3

Eliminating x 3 from the equation for x I gives:

X 1 =--X 2- 3 X4-3 X5+ 8

The expressions for x t and x 3 are then substituted into the objective function. The

resulting problem is:

minimize ( -x2 - 3 x 4 - 3 x 5 + 7) 2 + (x2 -2 x 4 -2 x 5 + 3) 2 + (x4 - x5) 2

x2,x,_5

This results in an unconstrained problem in three dimensions, which is much easier

to solve. The input file for this formulation is shown in figure C.8, which is sup-

plied with the manual as the file inex3.d. It is important to note that in the input

data file x I corresponds to x2, x2 corresponds to x 4, and x 3 corresponds to x 5 in the

problem statement given above. It is up to the user to go back and determine the

values of the original variables x x and x 3, which were eliminated from the prob-

lem. The user supplied subroutines are shown in figure C.9. The code shown in

figure C.9 is supplied with the manual in the module ex3.f. The module exl.f

includes two other short routines (described later in this manual) and additional

comment lines to explain the variables that are passed into the routines. Because

there are no constraints in the new formulation, IBOND = 0 and ICONST = 0. It

should be noted that IBOND = 0 is the same as IBOND = 1 and IBOUND = 4 for

each component, but the latter requires more storage and a slight increase in execu-

tion time (both of which may be important if the dimension of the problem is very

large). Since the linear constraints and bounds are not in use anything can be on
the lines associated with IBOUND, XLB, XUB, ICOL, AMAT, BRHS, and

ITYPE, as those lines are skipped. The values associated with the previous exam-

ple were left in to illustrate this. But, there can be only one line after the comment
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lines. For example, had all the data lines associated with AM.AT from the previous

problem been left in, the code would have flagged an I/O error. The output for
this problem is shown in figure C.10. Figure C.10 may be used with the module
ex3.f and the input file inex3.d to verify correct installation of the code.
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NDIM ILDOP IPRINT IPR

3 1 1 0
INTLIM KFAIL BIGSTP NPROB

2 1 1.0 3
IFORM FORMLA IBOND ICONST

1 1.0 0 0
ITMAX IRSTRT NSTOP EPGRAD
100 0 3 0.1E-03

INUM ISAVE OFFDIF

1 0 0.001

NROWS NCOLS ISCALE
1 1 0

EPFUN EPX
0.1E-03 0.1E-05

IPARSH(NDIM) I=ANALYTIC 2,,FORWARD 3-CENTRAL 4,,CENTRALI 5,,AUTO F/C
(not in use)
X(NDIM) INITIAL VALUE FOR THE DECISION VECTOR
5.0 2.0 -2.0

IBOUND(NDIM) I=LB ACTIVE 2=UB ACTIVE 3=BOTH ACTIVE 4=FREE 5=FIXED
1 l 1 1

XLB(NDIM) LDWER BOUNDS
0.0 0.0 0.0 0.0

XUB(NDIM) UPPER BOUNDS
0.0 0.0 0.0 0.00

XSCALE(NDIM) PRESCALING OF DECISION VARIABLES
(not in u._)

ICOL(NCOL) COMPONENTS OF DECISION VECTOR INVOLVED IN LINEAR CONSTRAINTS
l 2 34

AMAT(NROWS,NCOL) LINEAR CONSTRAINT MATRIX
-I -2 0 0

BRHS(NROWS) RIGHT HAND SIDE OF LINEAR CONSTRAINTS
-8.0q2.0 q2.0 -8.0-8.0-5.0
ITYPE(NROWS) 0=(EQUALITY) 1,,(_) 2=(_<)
1 1 1 1 1 l

figure C.8 The file inex3.d
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C_ltmgeo

USER SUPPLIED SUBROUTINE TO INITIALIZE THE PROBLEM.C

C

C

SUBROUTINE INrlI/(NDIMJIN,IOUT,IOU'I2,IPR2,IPRIN'D
IMPLICIT DOUBLE PRECISION (A-H,O-Z)

RETUR_
END

CeSSSS

USER SUPPLIED SUBROUTINE TO EVALUATE THE FUNCTION.C

C

C

SUBROUTINE FUNCTN(N,X,F,rrER,IGRAD, SDIREC24PROB,

I IOUT,IPRINT)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)

DIMENSION X(N),SDIREC(N)

Pl = -X(1) - 3"X(2) -3"X(3) + 7
1'2 = X(1) - 2"X(2) -2"X(3) + 3
F = P1"2 + P2"'2 + (X(2) - X(3) )*'2

RETURN

END
C,I,t ei,_

USER SUPPLIED SUBROUTINE TO EVALUATE THE GRADIENTC

C

C

SUBROUTINE GRADNT(N,X,G,ITER,NPROB,IGRAD)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)

DIMENSION X(N),G(N)

P1 = -X(1) - 3"X(2) -3"X(3) * 7

P2 = X(1) - 2"X(2) -2"X(3) + 3

G(1) = -2"Pl + 2"P2
G(2) = -6"P1 - 4"!'2 ÷ 2"(X(2) - X(3) )

G(3) = -6*P1 - 4"P2 - 2*(X(2) - X(3) )
RETURN
END

figure C.9 Part of the module ex3.f
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PROBLEM # 3

EXECUTING THE BROYDEN FAMILY MEMBER
0.00E+00 DFP + 1.0 BFGS

BEGIN ITERATION # 0
THE OBJ ,- 84.00000000

THE POINT IS =
5.0000000000 2.0000(X)00_ -2.00000000_

IS'FOP= 1 CONVERGENCE ON MAGNITUDE OF DERIVATIVE SATISFIED. MAG<

PROBI..EM SUMMARY

# ITERATIONS =

# OF RESETS = 0 # FAILED INTRPS= 3
THE MINIMUM OBJECTIVE m 0.2898624E-21
THE OPTIMAL POINT IS =
1.0000000 1.00(3000 1.0000000
THE MAGNITUDE OF THE GRADIENT AT THE MIN --
THE GRADIENT AT MIN =

-0.10283E-10 0.37774E-10 -0.28527E-I0

THE UPDATED ( 5) HESSIAN INVERSE (LOW TRIANG)
0.26000 -O.10000E-01 -0.99997E-02 0.13500 -0.11500

6 #OBJEVALS := 19 #GRADEVAI.,S= 7

0.48439666E-I0

0.13500

ALL PROBLEMS HAVE BEEN COMPLETED

0.1000(X_E-03

figure C.IO Output using ex3.f and inex3.d
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C.4.4 Example #4

This example illustrates the use of the algorithm to optimize an output of a
simulation with respect to the inputs. An example formulation is as follows.
Assume a simulation, SZMLAT, has been written by the user to predict the

efficiency of a solar cell (note this is for illustrative purposes only, no such code is

supplied with this manual). The objective is to max/mizc the efficiency of the
solar with respect to six inputs to the simulation.

maximize efficiency(xl,x2,x3,x4,x5,X6)

Xs+X_=5

x3 + x4 < 100.5

0<x I

1 <x 3 <:2

30 _ x4 < I00

1 <x 5

2<x_<4

The initialvalue for the decisionvector,which should be the best available

estimateof the optimalsolution,is assumed for illustrativepurposes to bc [0,4,

1.5,50, 2, 3].

The linearequalityconstraintcan be used to eliminatethe variablex_ from

theproblem (e.g.,x_ = 5-xs). Because of the bounds on the eliminatedvariable,it

isnecessarytoredefinethe bounds on the variablexs. Resultingin the constraint,

1 <x5_3

However, unlikethepreviousexample, thereisno way to substitutethe expression

x6 directlyintotheobjectivefunction.Instead,the variablex6 isenteredas a fixed

variablein the optimization(effectivelyreducing the dimension of the optimization

by one),and the equalityfor itsvalue is coded into the routineFUNCTN. Since

the objectiveis a resultof a complex simulation,there are no analyticalexpres-

sions for the gradient,as in the previous examples. Therefore,the gradient is

approximated numerically(INUM = 2) using forward differences(IPARSH = 2 for

each component). Figure C.11 shows the inputdata filefor thisproblem formula-

tion. The value of EPGRAD should bc decreased when numerical gradientsarc

used. The flagISAVE issetto one, which may resultin saving an objectivefunc-

tionevaluationeach time the gradientiscalculated.

271



Convergence can be slowed if the objective function is particularly insensitive

to one of the decision variables. The prescaling vector XSCALE is provided if
prior to the optimization such knowledge is known (perhaps from previous optimi-

zation runs or the physics of the phenomenon being modeled). For example, if it
is known that the simulation is particularly insensitive to the variable x4 that vari-

able may be prescaled by 10. Interior to the optimization code, the variable x4 is
X 4 X4

then treatedas thevariable-_, which has as itsbounds 3< --_ _I0. The datafie

in figureC.11 shows how prescalingisinputto the program. The useronly sup-

pliesthe prcscalingvector,but does not transformany of theconstraintsor bounds

as thisisdone automaticallyinsidethecode. Also,thedecisionvectorispassed to

the user suppliedroutinesas though no scalinghad been done (i.e.,the scalingis

totally transparent to the user).

The input BIGSTP is used to signify a significant change in the decision vec-

tor. This input is particularly useful if the previous execution of the simulation is

being used to initiate the next solution of the simulation (the objective function).
For example, such a scheme may result in significant savings ff the simulation

requires the numerical solution of differential equations using indirect solution pro-

cedures (e.g., Newton's method, etc.).

The inputs OFFDIF and EPX are set equal to the accuracy desired in the deci-

sion variables. The output of the simulation must be able to dependably reflect the

accuracy desired (e.g., there may be significant roundoff error or nonzero conver-

gence tolerance(s) for iterative algorithms within the simulation). Generally this

will require some experimentation on the part of the user to determine the accuracy

that should be pursued in the optimization.

Figure C.12 shows the user supplied subroutines. It is up to the user to adapt

the simulation (in this case SIMLAT) so that the inputs and output are passed

appropriately. The inputs and output could have been passed to the simulation

using COMMON statements in the routine FUNCTN and the simulation. Consider-

able coding may be required to provide an interface between the simulation and the

optimization code. Almost always, some modifications will have to be made to the

simulation. The routine INITLZ may be coded by the user to execute any activities

that may be required to initialize the simulation prior to the optimization (e.g.,

reading input data not involved in the optimization, designing a flexible interface

so that the user can choose different outputs as the objective function and/or

different inputs as decision variables in the optimization, etc.)

The device numbers of the optimization input and output files can be easily

changed so that they do not coincide with those used in the simulation program

(see section C.6.2).
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NDIM ILOOP IPRINT
6 1 1

INTLIM KFAIL BIGSTP
2 1 0.2

IFORM FORMLA IBOND
1 1.0 1

ITMAX IRSTRT NSTOP

100 0 3
INUM ISAVE OFFDIF

2 1 0.001

IPR

0
NPROB

3
ICONST NROWS

1 1
EPGRAD EPFUN

0.1E-07 0.1E-03

NCOLS ISCALE

2 1
EPX

0.001

IPARSH(NDIM) 1=ANALYTIC 2=FORWARD 3=CENTRAL 4,,CENTRALI 5=AUTO F/C
222222

X(NDIM) INITIAL VALUE FOR THE DECISION VECTOR
0 4 1.5 5O 2 3
IBOUND(NDIM) I=L.B ACTIVE 2=UB ACTIVE 3=BOTH ACTIVE 4=FREE 5=FIXED
143335

XLB(NDIM) I./3WER BOUNDS
0.0 0.0 1.0 30.0 1.0 0.0

XUB(NDIM) UPPER BOUNDS
0.0 0.0 2.0 I00.0 3.0 0.0

XSCALE(NDIM) PRESCAI ING OF DECISION VARIABLES
1.0 1.0 1.0 I0.0 1.0 1.0

ICOL(NCOL) COMPONENTS OF DECISION VECTOR INVOLVED IN LINEAR CONSTRAINTS
3 4

AMAT(NROWS,NCOL) LINEAR CONSTRAINT MATRIX
I I

BRHS(NROWS) RIGHT HAND SIDE OF LINEAR CONSTRAINTS
5.0

ITYPE(NROWS) 0=(EQUALITY) I=C_) 2=(_<)
2

figure C.11
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USER SUPPLIED SUBROUTINE TO INITIALIZE THE PROBLEM.C

C

C

C
C

SUBROUTINE INITLZ(NDIM,IIN,10UT, IOUT2,1PR2,1PRINT)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)

CODING TO INITIALIZE THE OPTIMIZATION

RETURN

END

C,it _o,[,,_

USER SUPPLIED SUBROUTINE TO EVALUATE THE FUNCTION.C
C

C

SUBROUTINE FUNCTN(N,X,F,ITERJGRAD, SDIREC/_/PROB,
1 IOUT, IPRINT)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)

DIMENSION X(N),SDIREC(N)

X(6) = 5.0 ""-xt_J
CALL SIMLAT(X(1), X(2),X(3),X(4),X(5),X(6),OUTPUT)
F = OUTPUT
RETURN
END

USER SUPPLIED SUBROUTINE TO EVALUATE THE GRADIENTC
C

C

C

C

SUBROUTINE GRADNT(N,X,G,ITER,NPRO B,IGRAD)
IMPLICIT DOUBLE PRECISION (A-H,O-Z)
DIMENSION X(N),G(N)

NUMERICAL GRADIENTS USED

RETURN
END

figure C. 12
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C.5 Two Loop Optimizations

When optimizing a simulation, it may take considerably less effort to calculate

the objective function for changes in some variables than others. An example

would be a time simulation in which the objective function is integrated over the

time interval being simulated ( say t=0 to tffil00). Two of the variables may affect

the objective throughout the time interval. There may be three other variables

which affect the results of the simulation only over very limited time increments

(t=5 to t=6 and t=80 to tffi82). For changes in the latter three variables, the objec-

five can be evaluated by retaining the integral over the other times and simply rein-

tegrating over the time intervals that arc affected by those variables (t=5 to t=6 and

t=80 to t=82). To take advantage of this fact, a two level optimization scheme

may be used.

minimize f ( x l, x2, x3, x4, x 5 )

at,x2

minimize f ( xl, x2, x3, x4, x5 )

Ib < x < ub

Ax<b

The linear constraints must not link variables to be optimized in different levels.

If the variables can be treated separably (e.g., if x t and x 2 had no impact in

the time intervals t=5 to t=6 and t=80 to t=82), then the two optimizations should

be solved separately. Hence, for this formulation to make sense, it must not bc

possible to separate the effects of the variables. The inability to separate the

effects of the variablesin the example shown above is denoted by showing that f,

the objective function,is a function of allfivevariables (for alltime t=0 to t=100).

The inner loop optimization over the variables x3, x4, and x5 is executed for

each combination of the variables xI and x2 arrived at during the outer loop optim-

ization. The inner loop optimization will require iterativeobjective evaluations to

converge. In the inner loop optimization, however, only the variables x3, x,),and

x5 arc varied so less effortis required to determine the objective function. If all

five variableswere optimized simultaneously, then most of the function calls would

involve changes in all five variables,nullifying the savings in computational effort

described above. The savings in computational effortafforded by holding xI and

x2 fixed in the inner loop optimization must be substantialto justifythe above for-

mulation.
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For illustrative purposes,no constraints will be assumed for the variables x t,

x2, x3, x4, and xs. Two input data filesare prepared to reflectthe inner and outer

loop optimizations in essentiallythe same manner already illustratedin section

C.4. For the data fileassociated with the outer loop optimization, the input

ILOOP = 2 (figureC.13); while for the inner loop, ILOOP=I (figureC.14). The

components of the decision vector tobc involved in the outer loop optimization arc

fixed in the inner loop optimization input file(IBOUND = 5). Similarly,the com-

ponents of the decision vector involved in the inner loop optimization arc fixed in

the outer loop optimization input file(IBOUND = 5). Although no upper or lower

bounds arc in use, the input IBOND must bc entered as a one so that the fixed

variables may be identified.Also, the print level for the inner loop optimization

(IPRINT = 0) willresultin no output from the inner level.

NDIM ILOOP IPRINT
5 2 1

INTLIM K/:AIL BIGSTP
2 1 0.2

IFORM FORMLA IBOND

I 1.0 1

ITMAX IRSTRT NSTOP
100 0 3

INUM ISAVE OFFDIF

2 1 0.001

IPR
0
NPROB
1

i_.,_,'_ol 1_.o NCOI=2) ISCALE
0 I I 0

EPGRAD EPFUN EPX

0.IE-07 O.IE-03 0.001

IPARSH(NDIM) I=ANALYTIC 2=FORWARD 3=CENTRAL 4=CENTRAL1 5=AUTO F/C
222222

X(NDIM) IN1TIAL VALUE FOR THE DECISION VECTOR
I I I I I

IBOUND(NDIM) I=LB ACTIVE 2=UB ACTIVE 3=BOTH ACTIVE 4=FREE 5=FIXED
44555

XLB(NDIM) LOWER BOUNDS
0.0 0.0 0.0 0.0 0.0

XUB(NDlM) UPPER BOUNDS
0.0 0.0 0.0 0.0 0.0

XSCALE(NDIM) PRESCALING OF DECISION VARIABLES

(notinuse)

ICOL(NCOL) COMPONENTS OF DECISION VECTOR INVOLVED IN LINEAR CONSTRAINTS

(notinuse)

AMAT(NROWS,NCOL) LINEAR CONSTRAINT MATRIX

(notinuse)

BRI-IS(NROWS) RIGHT HAND SIDE OF LINEAR CONSTRAINTS

(notinuse) "

ITYPE(NROWS) O=(EQUALITY) l=('e_)2=(_<)

(notinuse)

figure C.13
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NDIM ILOOP IPRINT IPR
5 I 0 0

INTLIM KFAIL BIGSTP NPROB
2 I 0.2 I
IFORM FORMLA IBOND ICONST NROWS

1 1.0 1 0 1
ITMAX IRSTRT NSTOP EPGRAD EPFUN
100 0 3 0.1E-07 O.IE-03

INUM ISAVE OFFDIF

2 I 0.001

NCOLS ISCALE
I 0

EPX
0.001

IPARSH(NDIM) 1=ANALYTIC 2=FORWARD 3_r'EN'rRAL 4-CENTRAL15=AUTO F/C
222222

X(NDIM) INITIAL VALUE FOR THE DECISION VECTOR
1 1 1 1 1

IBOUND(NDIM) I=LB ACTIVE 2_UB ACTIVE 3=BOTH ACTTVE 4=FREE 5=FIXED
55444

XL,B(NDIM) LOWER BOUNDS
0.0 0.0 0.0 0.0 0.0

XUB(NDIM) UPPER BOUNDS
0.0 0.0 0.0 0.0 0.0

XSCALE(NDIM) PRESCALING OF DECISION VARIABLES

(not in use)
ICOL(NCOL) COMPONENTS OF DECISION VECTOR INVOLVED IN LINEAR CONSTRAINTS

(not in use)
AMAT(NROWS,NCOL) LINEAR CONSTRAINT MATRIX

(not in use)

BRHS(NROWS) RIGHT HAND SIDE OF LINEAR CONSTRAINTS
(not in use)

ITYPE(NROWS) 0=(EQUALITY) I=(2) 2=(_')

(not in use)

figure C.14

As mother example, suppose there are five variables related to the perfor-

mance of a solar cell. Two of the variables x t and x2 are related to changes in

design that are relatively costly (e.g., extra processing or material costs), and the

performance level of the solar cell design can be considered essentially monoton-

icly increasing with respect to x I and x2. Where as, the variables x3, x4, and x5

may be changed with little effect on the cost of the design.

It is desired to reach a certain level of performance (denoted as Target). The

least squares objective is:

minimize (Target - f ( x x, x2, x3, x4, x 5 ) )2

The function"f',which isobtainedfrom a simulation,is the measure of solar cell
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performance. Furthermore, it is desirable to reach the target without using values
for x I and x2 that lead to an expensive design.

If all the variables are optimized simultaneously, the optimization may move
primarily in the subspace associated with x I and x 2, resulting in an expensive

design. The true objective is to find the best design with respect to x3, x4, and x5

for a combination of the variables x I and x2 that just achieves the target. This is
formulated as follows:

minimize ( Target - mf ( x 1, x2 ) )
XI,R 2

rnf = maximize f ( Xl, x2, x3, x4, x5 )
x_,xs

The valueof f ispassed in directlyfrom the simulationthatthe optimization

code iscoupled with. Unlike the previousexample, theouterloop optimizationno

longerhas the same objectivefunction.The routinefouter.f(givenbelow) isused

ifthe outerand innerloop optimizationsinvolvedifferentobjectivefunctions.

C

C

C

C

C

C

DOUBLE PRECISION FUNCTION FOUTER(F,X,N)

IMPLICIT DOUBLE PRECISION (A-H,O-Z)

DIMENSION X(N)

F = FUNCTION VALUE FROM INNER LOOP OPTIMIZATION

X = DECISION VECTOR (OUTER AND INNER LOOP)
N = DIMENSION OF DECISION VECTOR

FOUTER = FUNCTION VALUE OF OUTER LOOP

FOUTER = (TARGET-F)**2
RETURN
END

The user must supply the routine fouter.f (a dummy routine that simply uses the

statement FOUTER = F is supplied with the code). The outer loop optimization
must be related in some way to the objective function or the values of the variables

involved in the inner loop.
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C.6 Implementation Instructions and Environment

This section will detail what is required of the user to prepare the program for

execution. It will also detail how the user calculates the amount of array storage

needed to solve a problem and how to change the device numbers associated with

the input and output files.

6.1 The Code

The code is broken into 8 modules (opt.f, update.f, redgrd.f, onedim.f

interloop.f, opt2.f, one2.f, and user.f). User.f contains the routines MAIN,

FOUTER, INITLZ, FUNCTN, and GRADNT, which must be partially coded by the

user. The latter three routines are described in section C.4, while the user supplied

MAIN for the program is described in the next two sections. FOUTER is described

in section C.5. Three examples of the user.f module, exl.f, ex2.f, and ex3.f,

which correspond to the first three examples described in the manual, have been

supplied with the code. When coding a new problem, it is strongly suggest_.d that

the user modify one of the example modules. This will minimize the possibility of

any errors in that portion of the code which must remain constant (e.g., calling

sequences for subroutines, etc.).

The source code requires approximately 190K bytes of storage (not including

the user.f module, which may be short or include a user supplied simulation pro-

gram). The user must generate object code for each module with a Fortran 77

compiler. The object codes are then linked to form one executable module. An

example of how the program would be compiled on a UNIX operating system is

given below (the modules can be compiled one at a time, a single command is

used below simply to save space in this report).

f77 -c opt.f update.f redgrd.f onedim.f int_rloop.f opt2.f one2.f

Depending on the compiler used some warning messages may be generated due to

the use of dummy routines (subroutines which must be supplied but the user does

not make use of). Any warnings with respect to nonreference of dummy variables

passed to subroutines should be ignored during the above compilation and all oth-

ers to be described. This generates the object files (opt.o, update.o, redgrd.o,

onedim.o, interloop.o, opt2.o, and one2.o) for each of the above modules which

should never change. The user may then prepare user.f to his/her exact needs and

compile it.

f77 -c user.f
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All the object codes are then combined to form the executable module (in this

example named opt.out). For this step, all the object modules must be included in

the single command below (or a similar one on a different operating system).

f77 -o opt.out opt.o update.o reclgrd.o onedim.o interloop.o
opt2.o one2.o main.o user.o

To solve future problems, the user will only have to change the module user.f, so
only the latter two steps need to be executed again. The executable module would

be run in foreground by entering:

opt.out <inputfile >outputfile

"inputfile" is the name of the input file, and "outputfile" is the name of the output

file. Note, for use at J'PL on the Univac and VAX computers the inputfile has

been associated with the device number 8. Therefore, the user simply uses the

usual JCL to connect the input file to the number 8. For example, to run the fast

example, exl.f is compiled and linked with the optimization object modules and

then JCL is written to associate device number 8 with the input file inexl.d.
When solving example problem two, ex2.f must be compiled and linked with the

optimization object modules, and the JCL changed so that inex2.d is associated
with device number 8.

The amount of storage required for the object code modules is machine

dependent (274K on a Pyramid 90X minicomputer), but will generally be 1.3 to 2
times greater than the storage required for the source. The size of the executable

module is also machine dependent (275K on a Pyramid 90X minicomputer). The

size of the executable module quoted above does not include data storage (pri-

marily array storage). The program was developed on a minicomputer, but it

should fit on most personal computers, depending on problem size and the size of

the FUNCTN routine (which may call a simulation program).

If the two level optimization scheme is not going to be used (section C.5),

storage may be saved by substituting dopt2.f and done2.f for opt2.f and one2.f.

The former routines are dummy routines which do not contain the coding required

for the two level optimization. Hence, they require very little storage. Using the

dummy routines, the source coding is only 112K, the object codes are only 170K,

and the executable module is only 193K (the latter two figures are for a Pyramid

90X minicomputer).
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6.2 Array Storage and I/O

The amount of array storage needed to solve a problem is dependent on the

dimension of the problem and whether or not bounds, prescaling, and linear con-
stralnts are used. Rather than fix the dimension of the code to a maximum prob-

lem size,the arraystorageis passed using variabledimensions through the fixed

modules of the code. Using the module main.f,which isa very simple routine,the

user may fixthe amount of arraystorageneeded to solveany given problem.

Figure C.15 shows an example of the MAIN thatis in exl.f,ex2.fand ex3.f.

The user may fixthevaluesof thedimension stamments and the valuesof the vari-

ables ZCOR.E and ICORE (shown in bold) in rnain.faccordingto the equations

given in figureC.15 to assurethatthereissufficientstorageto solve the problem.

The valuesof ZCOI_ and ICORE can bc largerthan requiredfor the problem, so

thatitisbest touse values thatwillsufficeformost problems. Then, the user only

has to change the dimensions if the problem is very largeor machine storageis

limited.From figureC.15 itisseen thatusing the conjugategradientalgorithmto

calculatethe searchdirectionrequireslessarraystoragethan a quasi-Newton algo-

rithm. Also, the use of upper and lower bounds, prescaling,and/or linearcon-

su'alntsincreasesthestoragerequirements.

The Fortrandevice numbers associatedwith the inputand output filesfor the

optimization(onlyone of each isused) arc given in the variablesfIN and IOUT,

respectively.They may bc easilychanged ifthe values given in figureC.15 lead

to a conflictwith another program to be coupled with the optimizationcode

through the FUNCTN routine.However, on the UNIX system thatthe code was

developed on itisnot necessaryto use the Fortran77 statementOPE_ forthe dev-

icenumbers 5 (standardinput)and 6 (standardoutput). Ifthe device numbers are

changed, OPEN statementsshould bc includedin the MAIN to connect the filesto

bc used to the device numbers. Other operating systems may require an open

statement for the device numbers 5 and 6 (and others) as well as job control

language to insurethe filesarc connected. Where as,some operatingsystems will

not requirean OPEN statementfor any device number as long as the appropriate
ICL isused.
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C
C

C
C
C
C
C
C

C
C
C
C
C

C
C
C
C

C
C
C

USER MAY USE THIS ROUTINE TO CHANGE THE AMOUNT OF ARRAY STORAGE

as follows:

IFORM = l o¢ 2 ZCORE = 6*n. n*(a+l)/2 + 15 ICORE = 2*a + 7
IFORM = 3 ZCORE = 4*n. 15 ICORE = 2*n + 7
forbothcaseabove

ffIBOND = l ZCORE = ZCORE + 2*n ICORE = ICORE + 2*n

ffISCAL = l ZCORE = ZCORE + n

ffICONST = l ZCORE = ZCORE + 2*(m'*nc)+ nr*nr+ 3*m"+ 2*nc
ICORE = ICORE + 3*nc + 3*at

where:n= NDIM, nr= NROWS, nc = NCOLS

IIN = input file device number
lOUT = output file device number

************do not forget OPEN statements if *********************

INTEGER ZCORF_ICORE
DOUBLE PRECISION Z(S000)
INTEGER I(1000)

NOTE THE VALUES ABOVE AND THE VALUES OF ZCORE AND ICORE MUST AGREE

ZCORE = S000
ICORE = 1000
HN =$
1OUT = 6

CALL STARTCL,I,ZCORE,ICORE, IIN,IOUT)
STOP
END

figure C. 15
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C.7 Use With SCAPID

The optimization routine described in the previous six sections has been cou-

pled with a numerical model of a silicon solar cell, Solar Cell Analysis Program in

I Dimension (SCAPID), which was obtained from JPL. SCAPID was extensively

modified and a very flexible interface was written to couple SCAPID to the optim-

ization code. The optimization variables are inputs to SCAPID and the objective

function is an output from SCAP1D. All the coding required to interface the two

programs has been provided (e.g., the user.f module) as well as additional routines

written to decrease the computational effort required to solve an optimization. In

addition, several changes have been made to the SCAPID model to include addi-

tional variables related to solar cell performance and to generalize the model. This

section will detailthe modifications made to SCAPID and the input filesrequired

to run the program.

7.1 Modifications to SCAPID

Only those modifications that affect the SCAPID input file are described in

this section. The format of the SCAPID input filehas been changed from name

listinput format to listdirected input format because the former is not standard

Fortran 77. The new format for the SCAPID data fileis similar to the optimiza-

tion data filedescribed in section C.4 (i.e.,the organization of the fileis clearly

illustratedby comment lines with the data entered on the line(s)below the com-

ment line).

Figure C.16 isan example of a SCAPID file.Two lines are provided at the

top of the filefor comments to document the input file. The two comment lines

must be included, but they are skipped when the data is read in. In listdirected

format, the occurrence of a slash,"/",implies that the restof the data in that read

statement (the inputs associated with a single comment line) will not be read. If a

read statement is used (no slash),the data need not necessarily appear on a single

line. But if a slash is used, exactly one line must be skipped after the comment

line. Inputs that are not read in will take on the default values assigned in

SCAPID. If data isread in for a variable,itsupersedes the default values assigned

in SCAPID.

All the input variables in figure C.16 that are in normal type are unchanged

from their interpretation in the original version of SCAP1D, which is described in

JPL publication #85-46 t. All the entries shown in bold in figure C.16 are either

new variables or new interpretations of variables that were in the original version.

tDOE/JPL.1012-107, A.R. Mokashi, T. Dauck and R.M. Kachare, "High-Efficiency Silicon

Solar Cell Design Evaluation and Sensitivity Analysis"
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The paragraphs below describe the bold entries in the order they occur in the data
file.

The input SHADOW has been changed from a shadowing and reflection fac-

tor to a shadowing factor only. The input SHADOW determines the active area of

the cell (e.g., the area of the cell exposed to the incoming illumination). The

definition of the active area of the cell is A=: t = (1-SHADOW) AREA. This input

accounts for the shadowing of the illuminated surface of the cell by the current col-

lection grid that occurs in a conventional cell design. Hence, the incoming illumi-

nation is no longer affected by the input SHADOW. The new input REFLCT

reduces the incoming irradiation by the factor (1 -REFLCT), which is constant over

all wavelengths (this is what SHADOW used to do).

The inputs RADCOF and RADREC relate to radiative recombination. If the

flag RADREC is true, then radiative recombination will be included in the analysis.

The input RADCOF is the coefficient for radiative recombination (see equation

A.3).

The inputs RFRONT and INTREF are used to implement light trapping in the

cell. Light trapping occurs when the light is reflected back to the front surface at

an angle greater than the critical angle, resulting in total internal reflection. The

input RFRONT is analogous to RBACK for a back surface reflector. It represents

the percent of the light that is reflected from the front surface back into the cell

(e.g., RFRONT = 1.0 is a perfect reflector, all light arrives at the front surface at

an angle greater than the critical angle). The input INTREF is an integer that

represents the number of times the light will be internally reflected from the front

surface. At each reflection, 1-RFRONT of the irradiation will be lost at the front

surface. The value of INTREF in the original version of SCAP1D was effectively

zero, since light trapping was not included in the code.

A print level of-1 has been added to SCAP1D, which results in absolutely no

output from SCAP1D (unless an error occurs). This print level should be used

when running an optimization.

The last input line in figure C.16 relates to the use of anti-reflection coatings.

The logical input MODULE is related to passing the incident radiation through the

materials that make up the module. This logic has not been implemented, so

MODULE should always be false. If the logical input variable AKFILM is true,

then the incident illumination will be passed through an anti-reflection coating(s).

XRMED = the index of refraction of the surrounding medium. NLAY = the

number of layers (1 or 2). XR.FR.,M = the index of refraction of each layer, which

is assumed constant over all wavelengths. XTHICK = the thickness of each layer

in gin. The number of entries for XRFILM and XTHICK must agree with NLAY

or erroneous results will occur. If the logical input ARPRNT is true, the

reflectivity will be output as a function of wavelength.
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The formulas used to calculatethe reflectionof the incidentilluminationwith

the inclusionof anti-reflectioncoating(s)are based on thin film optics. To use

theseformulas therealand imaginary components of the index of refractionof sili-

con as a functionof wavelength must be known. The filesused to read in the

incidentirradiation(AM0, AM1, or AM15) have been expanded to include the

refractionindex of silicon.These filesare only valid for use with siliconsolar

cells,ifthe antire_cctionlogicisin use. Figure C.17 isthe top portionof the new

AM15 data file. The data file now contains the wavelength, the irradiance per gm

at the wavelength,and the realand the imaginary (extinctioncoefficient)partsof

the index of refractionforsiliconatthe wavelength.
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THIS IS A TITLE LINE FOR IX)CUMENTATION PURPOSES.
THIS IS A TITLE LINE FOR DOCUMENTATION PURPOSES.
IRUNUM TEMP SOLAR RS AREA SI GE
I001 2& .TRUE. 0.000 4.00 .TRUE. .FALSE.

ZKN ZKP RADCOF AN AP BGNON BGNOP NCRITP NCRITN
7.1D15 7.1D15 2.0E-I$ 2.8E-319.9E-32/

EGO NV0 NC0 EP(2) EGDO EG20 EGI0 AD A(2) C(2)

/GMMAA BETA GMMAM E'FAN E'rAP NREFP NREFN ALPHAP

/

ALPHAN UPMIN UNMIN UPMAX UNMAX DOSNI EGNI CS

/

PI HP MO MH ME KB E0 KO Q
/

FRONT BACK BOTH SF SB
.FALSE..FALSE .FALSE. 1.0D2 1.0D2

NODES ITMAXQ ITMAX RESQAXQ RESIDMX DELMAXQ
250 3O 25 /

DELMAX REDUCE APPROX VINCR DROP DELSUN
/

ND NXD(20) XD(20) FAC ATOMSH XDMAX
1 25 19"0 IO0.DO 19*0.D0 10.0D0 .TRUE. 280

BORON PHOS STEP ERIC FAIRT DDOP DDOPS UDOP
.TRUE..TRUE..FALSE .TRUE..FALSE..FALSE..FALSE .FALSE.

XJF XJB DOPO DOPBLK DOPL DIFI'IM DIFI'MP

0.2 0.0 2.D20 -I.DI9 -I.DI9 0.D0 O.DO
PHOSFR PHOSBK DFILES ASCII BINARY

.FALSE .FALSE. 0 .FALSE..FALSE.

SBBGN LTBGN UBGN IGAM UGAM
.TRUE. .FALSE. .FALSE. 0 .FALSE.

AUGER RADREC ET MIDG TAUP TAUN
.TRUE. .FALSE. -I.D5 .FALSE. 1.0D-3 2.0D-3
AM1 AMI5 UNIFRM MONO DARK UGEN CONCEN

.FALSE. .TRUE..FALSE. .FALSE. .FAI._E. .FALSE. 1.2022

SHADOW REFLCT WAVEL FLUXQ FILTER WFILTR BBODY TBB
0.00 0.07 0.5DO I

IBC FWRINC AMO ER203 RBACK RFRON_F INTREF ANGLE GDATA
.FALSE. 0.0D0 .FALSE. .FALSE. 1.0 0.0 0 0.0 .FALSE.

SPECRS ISR VSR JSR WL(20)
.FALSE. 11 O.DO I.D-6 /

IVNUM VSTART VSTOP VDEL VA
0 0.0 1.0 0.I/

SOLCEL

.TRUE.

IPRINT PSTEP TABL TABLQ
-I 5 .FALSE. .FALSE.

SAVE

.FALSE.

DOCAP DELVC CAPERR CAP(25)
.FALSE..001DO /

MODULE ARFILM XRMED NLAY XRFILM(NLAY) XTHICK(NLAY) IRPRNT
.FALSE. .FALSE. 1.0 I 1.0 I 0.0 .FALSE.

figure C. 16
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AMI.$
0.0831812
3.61800E17

125
0.295000
O.30500O

0.315000
0.32.500O
0.335000

O.34500O
0.355000
O.365(X)0

0.375000

0.385000
0.395000
O.405000

O.41500O
O.4250(X}

0.435OOO
O.445OOO

O.455OOO
O.465OOO

O.475OOO
0.485OOO

0.495000
0.505000

0.515000
• 0.525000

0.535000
0.545000

0.555000
0.565000

0.575000
0.585000

0.595000

0,605000

0.615000
0.625000
0.635000

0.645OOO
O.655OOO

O. 4.28282 ¢64986
1.32000 4.83000 3.95734

20.9600 4.98630 3.50163

113.480 5.06128 3.29837
182.230 5.14183 3.09512

234.43O 5._3_8 Z90808
286.010 6.04100 3.07517
355.880 6.45103 2..57856

386.800 6.86103 2.08195
381.780 6.38547 1.58534

492.180 5.85202 1.08873
751.720 5.39246 0.592119

822.450 4.98823 0.169314

842.260 4.90758 0.164743

890.550 4.82694 0.160171

1077.07 4.74630 0.1556(X}

1162.43 4.66566 0.I$I029

1180.61 4.58502 0.146457

1212.72 4.51213 0.141886

1180.43 4.43944 0.137314

1253.83 4.36676 0.132743
1242.28 4.29407 0.128171

1211.01 4.22139 0.123600
1244.87 4.14870 0.119029

1299.51 4.08572 0.114457
1273.47 4.04246 0.109886

1276.14 3.99920 0.105314
1277.74 3.95593 0.100743

1292.51 3.91267 9.61714e-02
1284.55 3.86941 9.16000e-02

1262.61 3.82614 8.70286e-02

1261.79 3.78288 8.24571e-02

1255.43 3.73962 7.78857e-07.
1240.19 3.71229 7.33143e-02
1243.79 3.70309 6.87428e-02

1233.96 3.69388 6.41714e-02
!188.32 3.68467 5.96000e-02

figure C.17
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7.2 The Optimization Data File

The optimization data file for use with SCAPID is similar in format to the file

format detailed in sections C.4.1, C.4.2, C.4.3 and C.4.4. The interface between

the optimization and SCAPID has been generalized so that a number of variables

may be included or left out of the optimization. Also, the user may choose

between a number of different objective functions. This generalization is provided

by the INITLZ routine and requires several additional lines in the optimization data

file. The additional lines occur after the initial comment and data file line in a

standard file (see figure C.18). The additional lines identify the objective, read in

any constants to be used in the objective, and identify the variables to be used in

the optimization.

A complete list of the possible optimization variables is given below. The

variable name must be entered in the input file starting in column one so that the

optimization correctly passes the decision vector (x) to SCAP1D.

XIF Front junction depth measured from the front surface of the cell (I.Lm).

XIB Back junction depth measured from the back surface of the cell (l_m).

XDMAX Cell thickness (I.tm).

DOP0 t _2.,Oglo of front surface doping concentration, which is in atoms/era 3

DOPBLK t_.,Oglo of bulk doping concentration, which is in atoms/era 3

DOPL t :LLoglo of back surface doping concentration, which is in atoms/era 3

SF Loglo of effective front surface recombination velocity, which is in
crrgsecond.

SB

TAUN

SHADOW

REFLCT

RS

CONCEN

Logl0 of effective back surface recombination velocity, which is in

crrgsecond.

Electron minority carrier lifetime for a lightly doped or intrinsic sub-

strate (saturation lifetime) in milliseconds. The hole saturation minority

carrier lifetime (TAUP) is taken as one half the value of TAUN.

Shadowing factor, percent of cell covered by front contact grid (entered

as a decimal %/100).

Reflection factor, percent of incoming radiation lost to reflection, con-

stant over all wavelengths (entered as a decimal %/100).

Contact resistance and grid resistance (f2).

Concentration factor for illumination (e.g., 1.2022 with AM15 illumina-

tion for global power incidence).

t A positive value implies a net n-type or donor impurity, while a negative value implies a net
p-type or acceptor impurity (e.g., 19 is 1019 P atoms/cm 3 and -19 is 1019 B atoms/cm3).
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XRFH.,M Index of refractionfor anti-reflectionlayer(s).If there are n layers,

XRFTLM should appear n times (n=l or 2). The firstincidence of

XRFR,M is for the layer nearest the medium, last is for the layer

nearestthe ceU.

XTHICK Thickness of anti-reflectionlayer(s)in l_'n. If there are n layers,

XTHICK should appear n times (n=1 or 2). The firstincidence of

XTHICK is for the layer nearest the medium, last is for the layer
nearestthecell.

UDOP1 Variablewhich willnot affectthe finitedifferencemesh (e.g.,doping

concentration)to be used in user writtenUDOP routine. UDOP1 may

appearas many times as desired.The entiredecisionvectorispassed to
the UDOP routineso the userdetermineshow the variableisused.

UDOP2 Variable which will affectthe finitedifferencemesh (e.g.,junction

depth) to be used in user written UDOP routine. UDOP2 may appear

as many times as desired. The entire decision vector is passed to the
UDOP routine so the user determines how the variable is used.

All of the variables above also appear in the SCAPID input RIe (except

UDOP1 and UDOP2). The value of any variable read in the op6mization file

supersedes the value that appears in the SCAPID input file. In general, the user
will include only a subset of the variables listed above in the optimization data file.

Any variables not included then get their values from the SCAPID input file (or by

default). The situation is complicated by the logical entries in the SCAPID data

file. If any of the inputs FRONT, BACK, or BOTH are entered as true in the
SCAP1D input file, ohmic surfaces arc used in the simulation and the inputs for SF

and/or SB arc ignored in both data files. If the input ARFILM is false, the logic

associated with anti-reflection coatings will not be executed regardless of the values
of the variables XTHICK and XR.FR_. Also, a nonzero number of occurrences

of the variables XTHICK and XRFR,M in the optimization file (must be the sarnc

and both must occur, but any of the values may be held fixed during the optimiza-

tion) will supersede the value of the variable NLAY in the SCAPID data file.

A complete list of the objective functions that may be optimized is given
below. The first column is the identifier, which must be entered in the data file

starting in column one so the code may determine which objective function is to bc

used. A brief explanation is given for each objective function. A more complete
description is given for each objective function in the main body of the report.

The decision vector for which the objective will be optimized is determined by the

user using the variable inputs described above. Along with the identifier, the user

may have to enter some constants that are used in the objective function. The con-

stants required arc described for each objective.

289



MAXEFF Maximize the efficiency as calculated in the original version of

SCAP1D (no user supplied constants).

MAXEFFLRMaximize the efficiency with a correction for lateral resistance

through the emitter, which was not included in the original version of
SCAP1D. The user must also supply one constant, which represents
the distance between the grid lines in centimeters. This input is used
in the formula for determining the correction for lateral resistance.

MAXVOC Maximize the open circuit voltage (no user supplied constants).

MAXJSC Maximize the short circuit current density (no user supplied con-
stants).

MAXGEN Maximize the electron-hole pair generation rate in the cell (no user
supplied constants).

Figure C. 18 shows an example data file used to optimize the efficiency with
the lateral resistance correction term. The problem is stated mathematically below.

maximize effir( X/F, XJB, XDMAX, DOP0, DOPBLK, DOPL )

0.1 < XJF < 10.0

0.2 < XYB < 50.0

10.0 < XDMAX

14 <DOP0 <

-20.6 _< DOPBLK

-20.6

--0.4

< 300.0

20.6

•_ -14.0

< DOPL <_ -14.0

< DOPL - DOPBLK

The data file is identical to a normal optimization data file already discussed except
for the additional entries that occur between the data line associated with the

dimension etc. and the comment line for INTLIM etc. The additional lines also

use comment lines to show the organization. The first data line is the name of the

SCAP1D data file that will be used (figure C.16). The second data line is the

name which identifies the objective function, in this case a maximization of

efficiency including a correction for lateral resistance. The objective name must

start in the first column. The third data line is for the user supplied constants in

the objective function, in this case the distance between grid lines in centimeters.

Even ff the objective function to be used does not require user supplied constants,

a comment and data line must occur in the input file. One comment line identifies

that the next NDIM lines will be used to identify the decision vector. There must

be NDIM entries following the comment line. The order of the variables must

correspond to the order that they appear in the decision vector (e.g., x(1) is first,

x(NDIM) is last). Each variable name must be on a separate line and start in the
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first column. In this example, twelve of the variables from the list arc to be read

in from the optimization file. The variables involved in the optimization are X.I-F,
XJB, XDMAX, DOP0, DOPBLK, and DOPL. Although the variables SF, SB,

TAUN, SHADOW, RS, and CONCEN are read in from the optimization file, they

are held fixed (IBOUND = 5) and are not varied during the optimization. The out-

put associated with the input file shown in figure C.18 is given in figure C.19.

In figure C.20, the objective is to maximize the generation rate. The variables

to be involved in the optimization (IBOUND # 5) represent the design of a double

layer anti-reflection coating. The problem is stated mathematically below.

maximize genrationrate(XRHLM(1), XTHICK(1), XRFILM(2), XTHICK(2) )

1.45 < XR.FH.M(1) < 2.3

0.01 _ XTHICK(1) < 1.5

1.45 < XRFILM(2) < 2.3

0.01 < XTHICK(2) < 1.5

The output associated with the above problem statement and the input file

given in figure C.20 is given in figure C.21.

Figure C.22 shows an example data file used to optimize the efficiency

without the lateral resistance correction term (the original definition of efficiency

from SCAPID). The problem is stated mathematically below.

maximize eff( XJF, XJB, XDMAX, DOP0, DOPBLK, DOPL )

0.1 _; XJF _ 10.0

0.2 < XJB < 50.0

10.0 < XDMAX _< 300.0

14 _ DOP0 _; 20.6

-20.6 < DOPBLK _ -14.0

-20.6 _ DOPL _ -14.0

-0.4 _< DOPL - DOPBLK

The output associated with the above problem statement and the input file

given in figure C.22 is given in figure C.23.

Figure C.24 shows an example data file used to optimize the open circuit vol-

tage. The problem is stated mathematically below.

maximize voc( X.IF, XJB, XDMAX, DOP0, DOPBLK, DOPL )

0.1 _ XJF _ 10.0
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0.2 _ XJB < 50.0

10.0 < XDMAX < 300.0

14 < DOP0 < 20.6

-20.6 _ DOPBLK < -14.0

-20.6 < DOPL < -14.0

--0.4 < DOPL - DOPBLK

The output associated with the above problem statement and the input file

given in figure C.24 is given in figure C.25.

Figure C.26 shows an example data file used to optimize the short circuit

current densit 7. The problem is stated mathematically below.

maximize jsc( XJF, XJB, XDMAX, DOP0, DOPBLK, DOPL )

0.1 _ _ _< 10.0

0.2 < XJB _ 50.0

10.0 __<XDMAX < 300.0

14 < DOP0 < 20.6

-20.6 < DOPBLK _ -14.0

-20.6 < DOPL _< -14.0

-0.4 <_ DOPL- DOPBLK

The output associated with the above problem statement and the input file

given in figure C.26 is given in figure C.27.
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NDIM ILOOP IPRINT IPR

12 I I 0
THE NAME OF THE INPUT FILE FOR SCAPID
INSCAP.D

NAME OF THE OBJECTIVE FUNCTION

blAXEFFLR

INPUT FOR OBJECTIVE tT'OR THIS CASE DISTANCE BETWEEN GRID LJNES IN CM)

0.I
VARIABLE NAMES, IN ORDER THEY APPEAR IN THE oFrIMIZATION VECTOR X
XJF
XJB
XDMAX
DOPO

DOPBLK

DOPL

SF
SB
TAUN

SHADOW
RS

CONC"E_
IN'rUM KFAIL BIGSTP NPROB

2 1 0.I 1
IFORM FORMLA IBOND ICONST NROWS NCOLS ISCALE

1 1.0 1 1 1 2 1
ITMAX IRSTRT NSTOP EPGKAD EPFUN EPX

100 0 3 0.1E-09 0.IE.03 0.IE.03
INUM ISAVE OFFDiF

2 I 0.001

IPARSH(NDIM) i-ANALYTIC 2-FORWARD 3=CEN'IRAL 4=CENTRAL1 5-AUTO F/C
222222222222

X(NDIM) INITIAL VALUE FOR THE DECISION VECTOR
0.1 0.2280.1 19.4031 -16.2986 -19.507 3.0

3.0 1.0 0.00 0.0 1.2022

1BOUND(NDIM) I-LB ACTIVE 2=UB ACTIVE 3-BOTH ACTIVE 4-FREE 5=FIXED
3333335 55555

XLB(NDIIV0 LOWER BOUNDS
0.I 0.2 I0.0 M.O -20.6-20.6 -5.0 -5.0

XUB(NDIM) UPPER BOUNDS
15.0 50.0 300.0 20.6 -14.0 -14.0 16.0 16.0 100(20.0

10.0 30.0 300.0

XSCALE(NDIM) PRESCALING OF DECISION VARIABLES
0.4 1.0 1(30.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.01.0

ICOL_COL) COMPONENTS OF DESICION VECTOR INVLOVED IN LINEAR CONSTRAINTS
5 6

AMATtNROWS,NCOL) LINEAR CONSTRAINT MATRIX

-1 1
BP.HS(NROWS) RIGHT HAND SIDE OF LINEAR CONSTRAINTS
-0.4

ITYPEtNROWS) 0.._QUALITY) I=(>) 2-(<)
2

figure C. 18 The file incfflr.d
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INPUT DATA HLE

{DATA HLE WRITTEN OUT HERE, SEE FIGURE C.I$)

PROBLEM # 1

EXECWFING THE BROYDEN FAMILY MEMBER
0.00E+00 DFP * 1.0 BFGS

BEGIN ITERATION # 0
THE OBJ = -20.84767454
THE POINT IS =

0.100(X)O0(X3_ 0.20000000000 2gO.lOO00(X)0

3.0(XXXXXX_ 3.000(XXXX_ 1.0000000000
19.403100000 -16.298600000 -19.507000000

0.00000000000E+O0 0.000000(XXXIOE+00 1.2022000000

ISTOP= 1 CONVERGENCE ON MAGNITUDE OF DERIVATIVE SATISFIED. MAG< 0.1000(X_E-,09

PROBLEM SUMMARY

# ITERATIONS - 9 # OBJ EVALS = IO4 # GRAD EVALS ,, 10

#OF RESETS = 2 # FAILED INTRPS- 4
64 OF THE OBJECTIVE EVALUATIONS WERE FOR NUMERICAL DERIVATIVES
THE MINIMUM OBJECTIVE = -21.76188
THE OPTIIVIAL POINT IS =

0.5975804 0.2_ 290.4114 19.21597 -16.23632 -19.54320

3.000000 3.000000 1.000000 O._E+O00._E+O0 1.202200

THE MAGNITUDE OF THE GRADIENT AT THE MIN = 223.93014

THE GRADIENT AT M]N =

197.54 -0.00000E+00 101.61 15.471 18.242 15.093

-O.00(X)OE+00 -O.00000E+00 -0.00000E+00 -0.00000E+00 -0.00000E+00 -246.08

ALL PROBLEMS HAVE BEEN COMPLETED

figure C. 19 Output for input file inefflr.d
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NDIM ILOOP IPRINT IPR
? 1 I 0

THE NAME OF THE INPUT FILE FOR SCAPID

INSCAPG.D

NAME OF THE OBJECTIVE FUNCTION
MAXGEN
INPUT FOR OBJECTIVE (FOR THIS CASE DISTANCE BETWEEN GRID LINES IN CM)

(not in tam)
VARIABLE NAMES, IN ORDER THEY APPEAR IN THE OFHMIZATION VECTOR X
XRFILM

XTHICK
XRFILM
XTHICK

XDMAX
SHADOW

REFLCT
INTL/M KFAIL BIGSTP NPROB

2 I 1.0 2

IFORM FORMLA IBOND ICONST NROWS NCOLS ISCALE

1 1.0 1 0 1 ! 1
ITMAX IRSTRT NSTOP EPGRAD EPFUN EPX

100 0 3 0.1E-09 0.1E-03 0.1E-03

ISAVE OFFDIF

2 1 0.001

IPA/L_H(NDIM) I-ANALYTIC 2-FORWARD 3.CEN'rRAL _1 5-AUTO P/C
222222222222

X(NDIM) INITIAL VALUE FOR THE DECISION VECTOR
!.45 0.2 2.3 0.2100.00.02 0.0

IBOUND(NDIM) I-LB ACTIVE 2-UB ACTIVE 3,-BOTH ACTIVE ,t-FREE $-FLXED
3333 5 55

XLB(NDIM) LOWER BOUNDS
1.45 .01 1.45 .01 I00.0 0.0

XUB(NDIM) UPPER BOUNDS
2.3 1.5 2.3 1.5 300.01.0 1.0

XSCALE(NDIM) PP.ESCALING OF DECISION VARIABLES
1.0 1.0 1.0 1.0 1.0 1.0 1.0

ICOL(NCOL) COMPONENTS OF DESICION VECTOR INVLOVED IN LINEAR CONSTRAINTS

(not in use)
AMAT(NROWS,NCOL) LINEAR CONSTKAINT MATRIX

(_ in use)
BR.HS(NROWS) RIGHT HAND SIDE OF LINEAR CONSTRAINTS
(not in use)

ITYPE(NROW_ O-(EQUALIT_ I-(>) 2-(<)

(aot in use)

figure C.20 The file inmaxgcn.d
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INPUT DATA FILE

(INPUT DATA FILE WRITTEN OUT HERE, SEE FIGURE C.20)

PROBLEM # 2

EXECUTING THE BROYDEN FAMILY MEMBER

O.00E+O0 DFP + 1.0 BF'GS

BEGIN ITERATION # 0

THE OBJ = -34.20296827

THE POINT IS -
1.45_ 0.2_

0.(X)(X)(XXXX_0OE+00

2.3000000(_ 0.20000000000 1_._ 0.2_E_l

IS'TOP* 2 CONVERGENCE ON OBJECTIVE VALUE SATISFIED.

CHANGE IN OBJECTIVE < 0.1000000E-03 FOR LAST 3 ITERATIONS

PROBLEM SUMMARY

# ITERATIONS - 8 # OBJ EVALS - 54 # GRAD EVAJ..S,, 8

# OF RESETS - 2 # FAILED INTRPS- 3

26 OF THE OBJECTIVE EVALUATIONS WERE FOR NUMERICAL DERIVATIVES

THE MINIMUM OBJECTIVE = -37.60268
THE OPTIMAL POINT IS *

1.478805 0.10"/7049 2.300000 0.2547077 100.(3000 0.2(X](X)(X)E-01
O.O000000E_O0

THE MAGNITUDE OF THE GRADIENT AT THE MIN = 1.0453586
THE GRADIENT AT MIN =

-0.45086 -0.25284E-01 -0.00000E+00 -0.942/9 -O.00000E+00 -O.00000E+O0
-0.00000E+00

ALL PROBLEMS HAVE BEEN COMPLETED

figure C.21 Output for input file inmaxgen.d
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NDIM ILOOP IPRINT IPR
12 I 1 0

THE NAME OF THE INPUT FILE FOR SCAPID

INSCAP.D
NAME OF THE OBJECTIVE FUNCTION

MAXEFF
INPUT FOR OBJECTIVE (FOR THIS CASE DISTANCE BETWEEN GRID LINES IN CM)

0.1
VARIABLE NAMES, IN ORDER THEY APPEAR IN THE OPTIMIZATION VECFOR X
Y.JF

_JB

XDMAX
DOPO
DOPBLK
DOPL

SF
$B
TAUN
SHADOW

R$
CONCEN
INTLIM KFAIL BIGSTP NPROB

2 1 0.1 1

IPORM PORMLA IBOND ICONST NROWS NCOLS ISCALE
1 1.0 1 I 1 2 1

ITMAX IRSTRT NSTOP EPGRAD EPFUN EPX

I00 0 3 0.1E-09 0.1E-03 0.1E-03
INUM ISAVE OFFDIF

2 I 0.001

IPARSH(NDIM) I=ANALYTIC 2-FORWARD 3,,,CEN'IXAL 4-,CENTRALI 5-AUTO F/C
222222222222

X(NDIM) INITIAL VALUE FOR THE DECISION VECTOR
0.2 0.2 250.0 20.4031-17.2986 -19.507 3.0
3.0 1.0 0.00 0.0 1.2022

IBOUND(NDIM) I-LB ACTIVE 2=UB ACTIVE 3=BOTH ACTIVE 4-FREE 5-FIXED
3333335 55555

XLB(NDIM) LOWER BOUNDS
0.I 0.2 I0.0 14.0 -20.6-20.6 -5.0 -5.0

XUB(NDIM) UPPER BOUNDS
15.0 50.0 300.0 20.6 -14.0 -14.0 16.0 16.0 I0000.0

I0.0 30.0 300.0

XSCALF.(NDIM) PR.E._ALING OF DECISION VARIABLES
0.4 1.0 I00.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

ICOL(NCOL) COMPONENTS OF DESlCION VECTOR INVLOVED IN LINEAR CONSTRAINTS
$ 6

AMAT(NROWS,NCOL) LINEAR CONSTRAINT MATRIX
-I I

BRHS(NROWS) RIGHT HAND SIDE OF LINEAR CONSTRAINTS

-4).4

rrY_tNR.OWS) 0-(EQUAL/TY) I-(>) 2=(<)
2

figure C.22 The file ineff.d
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INPUT DATA FILE

(INPUT DATA FILE WRITTEN OUT HERE, SEE FIGURE C.22)

PROBLEM # 3

EXECUTING THE BROYDEN FAMILY MEMBER
0.00E+00 DIP + 1.0 BF'GS

BEGIN ITERATION # 0
THE OBJ - -18.87970504
THE POINT IS -

0.2_ 0.20000(]00000 250._
3.000O(X)O(X)O 3._ 1.00(XI0OIX_

20.403100000 -17.298600000 -19.507000000
O._E+O0 0._E+00 1.202200(K_

ISTOP,, 2 CONVERGENCE ON OBJECTIVE VALUE SATISFIED.

CHANGE IN OBJECTIVE < O.1000000E-03FOR LAST 3 ITERATIONS

PROBLEM SUMMARY

# ITERATIONS - I0 # OBJ EVAI..S- 90 # GRAD EVALS ,, I0

# OF RESETS - 4 # FAILED INTRPS- 6

54 OF THE OBJECTIVE EVALUATIONS WERE FOR NUMERICAL DERIVATIVES

THE MINIMUM OBJECTIVE = -21.87110

THE OPTIMAL POINT IS -
0.10O(X_ 0.2000000 282.2181 19.32295 -16.28486 -19.53169

3.000000 3.0000(20 1.000000 0.0000000E+O0 0.000(XI30E+00 1.202200

THE MAGNITUDE OF THE GRADIENT AT THE MIN - 0.34966550E-01

THE GRADIENT AT MIN -
-O.00000E+00 -O.00000E+00 -O.l1244E-01 0.65867E-02 0.32438E-01 -0.79882E-03
-O.00000E÷00 -O.00000E+00 -O.00000E+00 -O.00000E+00 -O.00000E+00 -O.00000E+00

ALL PROBLEMS HAVE BEEN COMPLETED

figure C.23 Output for input file ineff.d
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NDIM ILOOP IPI_IT IPR

12 1 1 0
THE NAME OF THE INPUT FILE POR SCAPID
INSCAP.D

NAME OF THE OBJECTIVE FUNCrlON
MAXVOC

INPUT FOR OBJECTIVE (FOR THIS CASE DISTANCE B_ GRID LINES IN
0.1
VARIABLE NAMES, IN ORDER THEY APPEAR IN THE OFrIMIZATION VECTOR X

X.IF

XJB

XDMAX

DOPO

DOPBLK

DOPL

SF

SB
TAUN

SHADOW

RS
CONCEN

INTLIM KFAIL BIGSTP NPROB

2 1 0.1 1
IFORM FORML IBOND ICONST N'ROWS NCOLS ISCAL.E

1 1.0 1 1 ! 2 1

ITMAX IRSTRT NSTOP EPGKAD EPFUN EPX

100 0 3 0.1E-09 0.1E-03 0.1E-03
INUM ISAVE OFFDIF

2 I 0.001

IPARSH(NDIM) I=ANALYTIC 2=FORWARD 3=CI_"rRAL 4..C_NTRALI 5=AUTO F/C
222222222222

X(NDIM) INITIAL VALUE FOR THE DECISION VECTOR

0.I 0.245.0 19.g-14.5-19.8 3.0

3.0 1.0 0.00 0.0 1.2022

IBOUND(NDIM) I=LB ACTIVE 2=UB ACTIVE 3=BOTH ACTIVE 4-FREE 5=FIXED

3333335 55555

XI_(NDIM) LOWER BOUNDS

0.I 0.2 I0.0 14.0 -20.6-20.6 -5.0 -5.0

XUB(NDIM) UPPER BOUNDS

1.5.0 50.0 300.0 20.6 -14.0 -14.0 16.0 16.0 10000.0
I0.0 30.0 300.0

XSCALE(NDIM) PRESCALING OF DECISION VARIABLES

0.4 1.0 I00.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.01.0

ICOL(NCOL) COMPONENTS OF DESICION VECTOR INVLOVED IN LINEAR CONSTRAINTS
5 6

AMAT(NROWS,NCOL) LINEAR CONSTRAINT MATRIX

-I I

BRHS(NROWS) RIGHT HAND SIDE OF LINEAR CONSTRAINTS

-0.4

ITYPE(NROWS) O=(EQUALrrY) I={>) 2=(<)
2

figure C.24 The ftlcinvoc.d
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INPUT DATA FILE

(flOUT DATA FILE _ OUT HERE, SEE FIGURE C..24)

PROBLEM # 4

EXECUTING THE BROYDEN FAMILY MEMBER

0.OOE+00 DIP + 1.0 BFGS

BEGIN ITERATION # 0

THE OBJ ,, -676.8508655

THE POINT IS =
0.10000UX)000 0.2000O000000 45.000000000

3.0000000000 3.0000000000 1.0000000000

19.8(X)000000 -14.500000000 -19.800000000

O.O0000000000E+O00.O0000000000E+O0 1.2022000000

ISTOP= 2 CONVERGENCE ON OBJECTIVE VALUE SATISFIED.
CHANGE IN OBJECTIVE < O.1000000E-03 FOR LAST 3 ITERATIONS

PROBLEM SUMMARY

#ITERATIONS= 9 #OBJEVALS= 80 #GRADEVAJ_= 9
# OF RESETS = 5 # FAlLED INTRPS= 3

49 OF THE OBJECTIVE EVALUATIONS WERE FOR NUMERICAL DERIVATIVES
THE MINIMUM OBJECTIVE = -683.1086
THE OPTIMAL POINT IS =

0.1000000 0.2000000 36.71090 19.38476 -14.44830 -19.44760
3.000000 3.000000 1.0(30(X_ 0.O000000E+00 0.0(X)0OOOE+00 1.202200

THE MAGNITUDE OF THE GRADIENT AT THE MIN = 0.81529998
THE GRADIENT AT MIN =

-O.O0000E+O0 -O.00000E+00 0.00000E+00 0.26264 -0.63041 0.44533

-_00000E*O0 -0.00000E+O0 -_00000E+00 -0.00000E+00 -0.00000E+00 -O.00000E+00

ALL PROBLEMS HAVE BEEN COMPLETED

figure C.25 Output for input file invoc.d
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NDIM ILOOP 1pRi/cr IPR

12 1 1 0
THE NAME OF THE INPtYr FILE FOR SCAPID

INSCAP.D
NAME OF THE OBJECTIVE FUNCTION

MAXJSC
INPUT FOR OBJECTIVE (FOR THIS CASE DISTANCE BETWEEN GRID LINES IN CM)

0.1
VARIABLE NAMES, IN ORDER THEY APPEAR IN THE OFrlMIZATION VECTOR X

XJF
XJB

XDMAX
DOPO
DOPBLK

DOPL
SF

SB
TAUN
SHADOW

RS
CONCEN

INTLIM KFAIL BIGSTP NPROB

2 1 0.1 1

IFORM FORMLA IBOND ICONST NROWS NCOLS ISCALE

1 1.0 1 1 1 2 1

rFMAX IRSTRT NSTOP EPGRAD EPFUN EPX
100 0 3 0.1E-09 0.1E.03 0.1E.03

INUM ISAVE OFFDIF

2 1 0.001

IPARSH(NDIM) I-ANALYTIC 2-FORWARD 3-CENTRAL 4,,CEN'rRALI 5-AUTO F/C
222222222222
X(ND[M) INFrlAL VALUE FOR THE DECISION VECTOR

0. I 0.27.50.0 19.8-14.5 -19.8 3.0
3.0 1.0 0.00 0.0 1.2022

IBOUND(NDIM) 1-LB ACTIVE 2=UB ACTIVE 3-BOTH ACTIVE 4-FREE 5-FIXED

3333335 55555

XLB(NDIM) LOWER BOUNDS

0.I 0.2 I0.0 14.0 -20.6 -20.6 -5.0 -5.0
XUB(NDIM) UPPER BOUNDS
15.0 50.0 300.0 20.6 -14.0 -14.0 16.0 16.0 10000.0
10.0 30.0 300.0

XSCALE(NDLM) PRESCALING OF DECISION VARIABLES
0.4 1.0 100.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

ICOL_NCOL) COMPONENTS OF DESICION VECTOR INVLOVED IN LINEAR CONSTRAINTS
5 6

AMAT(NROWS,NCOL) LINF.AR CONSTRAINT MATRIX
-1 1

BRHS(NROWS) RIGHT HAND SIDE OF LINEAR CONSTRAINTS
-0.4

rrYPEiNROWS) 0-(EQUALITY) I-(>) 2=(<)
2

figureC.26 The fileinjsc.d
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INPUT DATA FILE

(INPUT DATA HIE WRITTEN OUT HERE, SEE FIGURE C.26)

PROBLEM # 5

EXECUTING THE BROYDEN FAMILY MEMBER
0.00E+00 DIP + 1.0 BF'GS

BEGIN ITERATION # 0
THE OBJ - -39.19861078
THE POINT IS =

O.10000000000 0.20000000000 2_0.00000000
3.000000(;000 3.000000(X)00 1.00(X_(X)003

19.800(300000 -14.5000(30000 -19.800000000

O.O0000000000E+O0 0._E+00 1.2022000000

ISTOP- 2 CONVERGENCE ON OBJECTIVE VALUE SATISFIED.
CHANGE IN OBJECTIVE < 0.1000000E-03 FOR LAST 3 ITERATIONS

PROBLEM SUMMARY

#1TERATIONS- 5 #OBJEVALS- 49 #GRADEVALS- 5

# OF RESETS - 0 # FAILED INTRPS- 1
28 OF THE OBJECTIVE EVALUATIONS WERE FOR NUMERICAL DERIVATIVES

THE MINIMUM OBJECTIVE., -39.43213
THE OPTIMAL POINT IS -

0.1231489 0.2713563 300.0000 19.03269 -14.00000 -17.06288
3.000000 3.000000 1.0000(30 0.0000000E+00 O.0000000E+00 1.202200

THE MAGNITUDE OF THE GRADIENT AT THE MIN = 0.29160733E-01
THE GRADIENT AT MIN =

O.IO014E-OI -0.44007E-05 -O.00000E+00 0.13807E-02 -0.27352E-01

-0.00000E+00 -0.00000E+00 -O.000(30E+00 -O.O0000E+O0 -O.00000E+00
0.14331E-03

-O.00(X3OE+00

ALL PROBLEMS HAVE BEEN COMPLETED

figure C.27 Output for input file injsc.d
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7.3 Implementation

As well as theprogram modules requiredfor theoptimizationprogram, which

wcrc discussed in sectionC.6, to run the optimizationcoupled with SCPAPID

additionalmodules arc required. The module interscap.fis used in place of

intcropto.f.The additionalmodules arc main.f,router.f,optoscap.f,mainscap.f,

scapl.f,scap2.f,scap3.f, scap4.f,scapS.f, scap6.f, scapT.f,scap8.f, setgen.f,

linpack.f,addscap.f,and udop.f. The main.f and the fouter.fmodule have been

separatedfrom optoscap.fso thatthey may be alteredwithout having to recompilc

the module optoscap.f,which is a ratherlengthy interfacemodule (includesthe
routinesFUNCTN, GRADNT, and IN]TLZ). The method of compiling the source

codes to get objectcodes and linkingthe objectcodes to get the executablemodule
isthe same as discussedin sectionC.6.

The optimizationand SCAPID source codes togetherrequireapproximately

472K bytes of storage(thisassumes the dummy outer loop routinesdopt2.fand

done2.f arcused). The user must generateobjectcode foreach module with a For-

wan 77 compiler. The objectcodes arc then linkedto form one executablemodule.

An example of how the program would be compiled on a UNIX operatingsystem

is given below (themodules can be compiled one at a time,a singlecommand is

used below simply to save space in thisreport).

f77 -c -w opt.f update.f rcdgrd.f onedim.f interscap.f done2.f done2.f

main.f fouter.f optoscap.f mainscap.f scap 1.f scap2.f scap3.f

scap4.f scap5.f scap6.f scap7.f scapg.f setgen.f linpack.f

addscap.f udop.f

If the steps in section C.6 were already completed it is not necessary to recompile

the modules opt.f, update.f, redgrd.f, onedim.f, dopt2.f, and done2.f. The -w flag

invokes the compiler option that warnings not be printed out. There are numerous

(thousands) of warnings in the modules that make up SCAP1D and the warning

flag should be shut off to avoid voluminous output from the compile step. The

warnings will not halt the compilation and do not lead to any errors in the execu-

tion of the program. This generates the object files. Then all the object codes are

combined to form the executable module (in this example named opt.x). For this

step all the object modules must be included in the single command below (or

similar one on a different operating system).

f77 -o opt.x opt.o update.o redgrd.o onedim.o interscap.o

dopt2.o done2.o main.o fouter.o optoscap.o

mainscap.o scapl.o scap2.o scap3.o

scap4.o scapS.o scap6.o scap7.o scap8.o setgen.o

linpack.o scapblk.o setgen.o linpack.o addscap.o
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udop.o

To solve different problems (e.g., different objective functions or decision vectors

supplied by the interface) the user need only change the input data files. The exe-

cutable module would be run in foreground by entering:

opt.out <inputfile >outputfile

where inputfile is the name of the optimization input file (e.g., figure C. 18 or figure

C. 19) and outputfile is the name of the output file (e.g., figure C.20 or figure C.21).

Since the program takes considerable time to execute it should be run in batch

(background) mode. Note, for use at JPL on the Univac and the VAX computers

the optimization input file has been associated with the device number 8. To run

different data files (e.g., the different examples provided with this code) it is only

necessary to change the JCL to associate the desired optimization input data file

with the device number 8 (e.g., to reproduce the output in figure C.19, the file

inefflr.d must be associated with unit 8). It is not necessary to recompile or relink

the program modules to run a different optimization (defined by a different data

file).

The amount of storage required for the object code modules is machine

dependent (535K on a Pyramid 90X minicomputer), but will generally be 1.3 to 2

times greater than the storage required for the source. The size of the executable

module is also machine dependent (484K on a Pyramid 90X minicomputer). The

size of the executable module quoted above does not include data storage (pri-

marily array storage). A significant amount of array storage is required by the

SCAP1D program.

The executable module is run with the three input data files already discussed

in this section. The device numbers are 5 (optimization input file), 9 (SCAPID

input file), and 36 (incident radiation input file). The device number for the optim-

ization output (and SCAPID output) is 6. In addition, if the flag IRPRNT is true

the program uses the output files SPECTRUM (device number 10) and

REFLECTED (device number 11). As already mentioned in section C.6 the device

numbers 5 and 6 can be altered by changing the module main.f. However, the

data files associated with SCAP1D are set in the code and cannot be changed
without considerable effort.

To use the optimization code to run SCAP1D a single time set the input

1TMAX = 0 and/or IBOUND = 5 for each component of the decision vector.

Program installation can be checked by running the executable module with

the input file inxr.d (optimization input file associated with device #5 and shown in

figure C.19), which is supplied with this manual. The output that should result is

shown in figure C.21. Figure C.18, the input file inlr.d, can also be run but
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requiresconsiderablymore computationaleffortto complete. The resultingoutput

is shown in figure C.20. Note that the appropriate SCAPID data files (INSCAP.D

and INSCAP1.D) arc also supplied for the runs.

305


